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Abstract
Artificial intelligence (AI) is increasingly being used in many ap-
plications, yet governance approaches for these systems and ap-
plications are lagging behind. Recent regulations, such as the EU
AI Act 2024, have highlighted the need for regular assessment of
AI systems along their design and development lifecycle. In this
context, auditing is critical to developing responsible AI systems,
yet has typically been performed only by AI experts. In our work,
we conduct fundamental research to design and develop auditing
workbenches and methodologies for predictive and generative AI
systems that are usable by stakeholders without an AI background,
such as decision subjects, domain experts, or regulators.We describe
our project to develop AI auditing workbenches and methodologies
using co-design approaches, initial findings, as well as potential im-
pacts of our work. We would like to share our experiences with the
other workshop participants as well as discuss potential avenues
for furthering the governance of AI systems.

CCS Concepts
• Human-centered computing → Empirical studies in col-
laborative and social computing; User studies; • Computing
methodologies→ Artificial intelligence.
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1 Introduction and Background
Artificial Intelligence (AI) is used extensively in people’s work and
everyday lives through supporting bail decisions [9], loan appli-
cations [16] or AI-generated text or images [17]. Yet, high-profile
failures, such as predictive AI models that cast aside job applica-
tions by women or generative AI helping lawyers write judicial
arguments that ‘hallucinate’ non-existing court cases, are grabbing
the public’s attention. A significant barrier to reaping the benefits
of predictive and generative AI is their unassessed potential for
harm. This has been echoed in regulatory frameworks, e.g. the EU
AI Act 2024 [15], which call for responsible development processes
to achieve safe and trustworthy AI through attention to account-
ability, transparency, and fairness. International frameworks such
as the Hiroshima Policy Framework emphasize the responsibility
of AI Actors to "promote safe, secure and trustworthy AI", and
provide guidelines to ensure this happens. We focus on auditing
as a “systematic, independent and documented process for obtain-
ing audit evidence and evaluating it objectively to determine the
extent to which the audit criteria are fulfilled” [11]. Though audit-
ing is a long-established field, AI auditing is a much more recent
topic that is attracting significant attention as regulations develop
worldwide. Birhane et al. [4] conducted a systematic review of AI
auditing and identified over 300 works over the past five years,
suggesting a 4-stage process involving Harms Discovery, Standards
Identification, Performance Analysis, and Audit Communication
and Advocacy. Harm discovery and impact assessments for AI have
attracted much research in recent years, partly driven by the emer-
gence of the EU AI Act [5, 6]. For example, a number of risk and
harm taxonomies have been developed [19, 22]. There are tools that
support performance analysis, mainly by AI experts, for predictive
decision-making [2, 21, 23] or generative AI [1]. Some tools have
been developed to help non-experts to inspect fairness of AI mod-
els [7, 12, 13, 20, 24]. Yet, it has been suggested that AI auditing is
“a broken bus” [4], without broader involvement by a range of stake-
holders who directly use or are affected by AI system predictions,
or those that regulate these systems [3, 10]. Our research intends
to address this gap, by focusing on how to support auditing of AI
systems by non-experts.

2 The Participatory Harm Auditing
Workbenches and Methodologies (PHAWM)
Project

Our project started in May 2024 and will last 47 months. It brings
together a consortium of seven academic institutions — University
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of Glasgow (lead), University of Edinburgh, King’s College London,
University of Sheffield, University of Stirling, Strathclyde University
and University of York – and 25 partner organisations, such as
Public Health Scotland, Fujitsu, Nokia Bell Labs, Scottish AI Alliance
andmanymore. Our team consists of 20 academics, 14 post-doctoral
researchers and 5 PhD students, from a variety of disciplines. We
are focussing on the novel concept of participatory AI auditing [8]
where a diverse set of stakeholders without a background in AI,
such as domain experts, regulators, decision subjects and end-users,
undertake audits of predictive and generative AI, either individually
or collectively.

During the project we aim to build novel participatory auditing
workbenches and methodologies for predictive and generative AI,
targeted at diverse stakeholders. Through our research activities
we will investigate and design novel interfaces to support participa-
tory auditing, explore and develop new measures to assess AI that
represent stakeholders’ needs, and create approaches to involve a
diverse set of stakeholders yet guard against harms by malicious ac-
tors. Through our work we hope to improve future AI development
practices, affect the trajectory of new certification and regulatory
frameworks for AI solutions as well as educate the public about the
need for AI auditing and responsible AI.

Our work is carried out across two distinct streams: predictive AI
and generative AI, in which we tackle two different use cases each.
Use Case 1: Health investigates two models in the health sector,
involving end users i.e. healthcare professionals, and decision sub-
jects of the models. (i) Scottish Patients at Risk of Readmission and
Admission (SPARRA) helps healthcare professionals by predicting
a person’s likelihood of being admitted to hospital as an emergency
in-patient within the next year. (ii) The School Attachment Monitor
(SAM) uses videos of children undergoing the Manchester Child
Attachment Story Task to help with the identification of children
with insecure attachment. Use Case 2: Media Content will ex-
plore two scenarios with moderators and users. (i) Search engine
results (ii) Hate speech detection. Use Case 3: Cultural Heritage
explores metadata generation and summarisations for collections
of historical material with curators and users. Use Case 4: Collab-
orative Content Generation will investigate Wikipedia articles
co-written by AI and editors, focusing on non-English languages
and health.

These streams work in parallel, where Use Case 1 (predictive
AI) and Use Case 3 (generative AI) have started already; Use Case
2 (predictive AI) and Use Case 4 (generative AI) will start later
this year. Several institutions work together on each use case and
partner institutions support the use cases in a plethora of ways, such
as providing and discussing models or participating in meetings and
on the advisory board. Currently, we are conducting user research
to allow us to build a first prototype version of the workbench and
methodology, which will then be evaluated through user studies.
Here we focus on the results of current work to investigate auditing
of SPARRA within Use Case 1 Health.

3 Initial Findings from Use Case 1 Health -
SPARRA

We ran three co-design workshops focusing on SPARRA between
24th October and 18th December 2024, each lasting two hours and

containing mostly group activities with some individual compo-
nents to manage brainstorming contributions.

We followed state-of-the-art recommendations to recruit a di-
verse group of participants through posters, social media, and mail-
ing lists of local community organisations. We selected 12 out of 96
prospective participants, aged between 20 and 74 years, maximis-
ing diversity and prioritising people from under-represented and
marginalised groups. For Workshops 2 and 3, respectively 10 and
9 participants of Workshop 1 returned. Participants were compen-
sated with £40 per workshop and the user research was approved
by our institution’s Ethics Committee.

Workshop 1 consisted of three sets of activities focusing on
auditing a predictive AI system, SPARRA as a use case, and AI audi-
tor examples. Participants were asked to identify when the system
should be audited, what information they would need, and who
should audit. We then asked participants to complete an impact
assessment matrix associating who would be impacted by SPARRA
scoring and the positive/negative nature of that impact. Facilita-
tors collected the reported negative impacts as a list of potential
harms, then groups discussed ideas on how these could be evalu-
ated. Finally, participants proposed fictitious auditor personas [14].
Workshop 2 focused on harm prioritisation and measure devel-
opment. Facilitators introduced a consolidated list of seven harms
identified inWorkshop 1 and participants rated each harm as to like-
lihood and impact, prioritising them. Facilitators then introduced
measures and their use as audit criteria, as well as the measures
in use for the performance and fairness assessment of SPARRA.
Participants were then asked to develop measures for the prioritised
harms, first individually and then in group discussions. Workshop
3 explored user journeys and user interfaces (UI). Facilitators used
low-fidelity prototyping techniques [18] to discuss required screens,
content, UI layout and components in groups.

Participants stressed the importance of continuous audits, es-
pecially at every major change of the planned system and before
release, to improve quality, ethics, privacy and security of the AI
system. They specified 17 personas as archetypes of auditors and
named a remarkably diverse range of stakeholders to be involved
at each stage of the AI development lifecycle, including the general
public/end-users, government agencies/regulators and process own-
ers. The majority of identified stakeholders were external auditors,
and participants stated that they needed access to a very extensive
and diverse set of information on the system to carry out an audit,
including policies, e.g. privacy, sustainability, transparency or de-
ployment & IP fair use description, and detailed information about
data and performance.

Our results showed that participants were able to articulate
harms relatively easily but perhaps not very precisely and con-
cisely. When participants prioritised their list of harms, all harms
were clustered together fairly tightly, but Harm 1 (“Inaccurate scores
for patients with low resource access can lead to untimely diagnoses”)
was clearly judged to be the most important. We therefore focused
on measuring this harm, and several metrics for it were proposed.
As variables in these metrics, participants wanted to use income or
employment status information as a proxy for the resource access
level of a patient; note, however, that this information is not used
as part of the SPARRA model nor tracked as part of the underlying
data. Participants looked mainly to relatively simple metrics to



Ensuring Artificial Intelligence is Safe and Trustworthy: The Need for Participatory Auditing CHI ’25 Workshop, April 27 2025, Yokohama, Japan

apply, such as parity, for example, parity between average SPARRA
scores for patients with low resource access and for patients whose
resource access is not low, with the assumption that patients with
low resource access provide insufficient data in the SPARRA system
leading to inaccurate SPARRA scores. We found that it was often
not easy for them to formulate concrete measures which were di-
rectly related to the harms and developing metrics took participants
considerable time.

Whenwe investigated howparticipants imagined stepping through
the system as a user journey, we found that the main flow was sim-
ilar between participant groups, with minor changes reversing the
order of some screens or introducing additional screens to help the
auditing process. Participants indicated that a pre-existing taxon-
omy of harms would be helpful. For harms developed and applied to
the system, participants wanted to carry out prioritisation as to the
harm’s impact and likelihood, similar to what they did in Workshop
2. Our experience from our workshops suggests that stakeholders
need additional support to identify and develop harms, as well as
setting up metrics for the performance analysis. To set up met-
rics, participants requested examples and detailed definitions of the
metrics. Once the system is tested against the metrics, i.e. perfor-
mance analysis of the system is carried out, participants told us
that they wanted to know the progress of an audit, more informa-
tion on the data used for measuring the performance on a metric,
and give an indication of what is considered effective performance,
i.e., a threshold setting which passes the audit. The results of the
co-designed UIs indicated the importance of clear navigation and
menu structure. In addition, harms and metrics UIs need to be care-
fully designed, to allow harms to be specified easily and metrics
to be associated with harms. Information needs to be displayed on
specific metrics, which should include a simple visual presentation
of the metric outcomes, but there also needs to be an overview of
all metrics.

4 Discussion and Conclusion
Our results have four implications for auditing and the design of
auditing tools that we would like to discuss at the workshop. First,
how can we put auditors without AI knowledge in charge? Many
of our participants found it hard to articulate harms and metrics
useful in an audit and thus there needs to be considerable support
to guide them through the auditing methodology and through the
auditing tools. Second, while our participants identified a range of
interesting potential harms of SPARRA, they also indicated that
they were interested in existing taxonomies and metrics. We sug-
gest both are needed but there needs to be more discussion about
which taxonomies are applicable and how they should be used
within the auditing tools. Third, it also became clear that some
harms could not be measured by using information currently col-
lected or shared. Thus, this needs to be integrated into the auditing
feedback, and might require AI system developers to collect further
data to progress the audit and assess the system beyond simple
performance of the model predictions. Last, there is a fine balance
between providing the information needed to conduct an audit with-
out overwhelming auditors without domain or technical knowledge.
Careful UI design is thus necessary, translating the principles and

requirements established in the workshops into requirements and
wireframes.

Leading on from these results, we will seek the input of other
stakeholders who might audit SPARRA, such as General Practi-
tioners (GPs), and we will further analyse the harms identified by
stakeholders and their relationships to harm taxonomies. Further
investigation of regulations and policies, including industry codes
of conduct, will provide useful guidance for how AI developers
can embed such frameworks in their development practice, and
inform the practical requirements around implementing PHAWM’s
participatory auditing processes. Our next steps will involve the
detailed design, implementation and evaluation of auditing tools
that will empower stakeholders with diverse backgrounds, yet with-
out an AI background, to audit AI systems successfully. Our work
provides important lessons for ensuring the responsible design of
AI systems.
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