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ABSTRACT 

Oversight is a crucial aspect of AI-governance that can only be 

enacted by a socio-technical integration of technical measures and 

organizational practices. This is underlined by the concept of 

“keeping-the-organization in the loop” that complements “keeping 

the human in the loop”. This concept contains seven basic princi-

ples of reciprocal exchange that must be implemented and contin-

uously maintained through organizational practices to make hu-

man oversight of AI a reality: Managerial activities have to sup-

port, prepare and encourage the workforce to exercise oversight. 

Contextual factors and continuous changes need to be regarded to 

coordinate continuous evolution of the workforce as well as of AI-

technology.  
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1 Background 

We understand AI-Governance as a framework that helps to miti-

gate risks, unfair bias or misuse [1] and in this way supports trust 

calibration [2], i.e. avoiding over- and under-trust by understand-

ing the potential and limits of AI. Without an understanding of the 

limits of AI, people's motivation to contribute to AI governance 

will fade. A key element here is to keep the human in the loop 

within the workflows in which AI-supported decision making 

takes place. Humans need to be encouraged and empowered to 

exercise control and oversight [3]. A prerequisite are interaction 

modes that allow users to intervene into AI driven procedures [4], 

veto on AI decisions [5], refine results [6], etc. However, these 

kinds of interaction modes need to be complemented by appropri-

ate organizational practices. Keeping the human in the loop [7] 

will not work if people are not allowed to truly exercise oversight 

and are not supported, trained and encouraged to do so. Job design 

and organization of work practices must give workers sufficient 

time, offer appropriate entry points for interventions and provide 

encouraging feedback, so that they are willing and capable to 

avoid the problems addressed by AI-governance.  

Thus, we have developed the concept of “keeping-the organiza-

tion in the loop” [8], [9]. Based on empirical research on predic-

tive maintenance we have demonstrated that the management has 

to provide certain activities that lead to a series of organizational 

practices and mutual interactions that help to keep the human in 

the loop. Fig. 1 demonstrates the intertwinement of both loops 

[10].  

The left side of Fig. 1 presents central activities of human over-

sight when being in the loop during AI-usage: 

 

Figure 1: Keeping the Organization in the Loop [10] 

1. Maintaining an appropriate degree of sensing and awareness 

and understanding about the activities of AI and results pro-

vided by AI. 

2. Based on this awareness and understanding, various ways of 

influencing the activities and outcomes of AI are possible, 

such as 

o adaptation of how AI perceives its environment via 

sensors and how it interprets this input,  

o having an influence on AI’s planning of further activ-

ities or of procedures of decision making,  

o influencing AI-based procedures and their outcome 

such as controlling an autonomous vehicle or running 

a workflow for purchasing goods. 

3. Ex-post reflection on the activities and outcomes of AI and 

their appropriateness. 

The right side of Fig. 1 represents activities that must take place 

by the management if humans should be in the loop on the various 
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levels of the left side. These activities need to instantiate a series 

of organizational practices. We suggest that there is an original 

task to be carried out that is supported by AI and that this support 

has to be properly aligned with the requirements of the original 

task. This alignment includes the coordination of the collaboration 

between humans and AI also covering possibilities for oversight. 

(“Planning and managing AI-based task handling,” Fig. 1). Fur-

thermore, the flexible dealing with AI, such as rejecting or modi-

fying results and procedures must be explicitly allowed and pro-

moted (“Allowing & promoting critical and flexible AI-usage,” 

Fig. 1). This also applies to the customization of AI. Furthermore, 

the organization must be aware of “…changes and contextual fac-

tors” (see Fig. 1) that might influence the way of using AI and 

task sharing with AI. 

2 Organizational practices and reciprocal influ-

ences supporting human oversight. 

To elaborate more on the managerial tasks indicated in Fig. 1, we 

refer to a more detailed diagram of the organizational embed-

dedness of AI, where Herrmann and Pfeiffer [8, p. 1537] present 

several interacting organizational practices. An adaptation of this 

diagram represents seven aspects of reciprocal influence being 

relevant for oversight of AI. “Reciprocal influence” means that 

organizational practices involve and develop a back and forth be-

tween management decisions and the way these decisions are in-

terpreted and adopted through work processes. We conceive or-

ganizational practices as interactions and negotiations within an 

organization that are based on structures and processes that are 

subject to their own logic [11]. From our point of view, oversight 

includes two basic aspects: 

1. Understanding what is going on, e.g. by means of explaina-

ble AI, explorative experimenting, asking human experts etc. 

2. Influencing what is going on by intervention, vetoing, trig-

gering teams to adapt AI-solutions etc. 

Apparently, to enable oversight by and for an AI-governance 

framework, a socio-technical intertwinement of technical interac-

tion modes and organizational practices is necessary. Supporting 

human oversight when using AI is a good example to demonstrate 

the relevance of including organizational aspects by socio-

technical design that can be understood as focusing on the inter-

play of humans, organization and technical artefacts [12].  

The seven aspects of reciprocal influences in Fig. 2 can be de-

scribed as follows:   

1. In the center of Fig. 2 is the managerial task of offering and 

coordinating the possibilities for oversight into AI based pro-

cesses, and for the evolution of AI. This coordination is im-

portant for organizational units where AI is part of a socio-

technical system and where interventions into regular pro-

cesses or decision-making can influence other workers or or-

ganizational units. This may include risks if others do not 

understand whether an intervention is still active or is already 

terminated. Thus, managerial coordination establish rules and 

conventions [13] that guide the workforce by clarifying what 

kinds of exercising oversight can be initiated by whom and 

under which conditions. Furthermore, the coordination must 

specify how the interplay between oversight of and evolution 

of AI (reciprocal influence #6 in Figure 2), is implemented 

and which role the technical project team needs to take over 

for reconfiguring AI. 

Fig. 2: Management of reciprocal influences to maintain AI-oversight 
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2. The handling of the original tasks that are supported by em-

ploying AI must be organized and prepared in a way that al-

lows for exercising oversight. While preparing the stuff, the 

rules for coordinating the handling of AI might be negotiat-

ed, adapted, and eventually adopted. The technical infrastruc-

ture – including artificial intelligence – is not only the subject 

of oversight, but can itself support the coordination of over-

sight, e.g. through documentation, by establishing workflows 

specifying who is involved in an action, etc.  

Making oversight happen requires not only that people are 

allowed to influence decision making of AI. They also need 

to be prepared, encouraged and safeguarded to do so by an 

intensive communicational exchange between AI users and 

HR. This is an example that the coordinative measures of a 

governance framework must be coupled with HR develop-

ment and supported by team leaders so that flexible handling 

of AI results takes place, such as rejecting or adjusting them 

by exercising oversight. It must also be part of organizational 

practice that both, AI’s and employees’ capabilities, are con-

tinuously and reciprocally developed with support of HR for 

the human side.  

3. An organizational unit interacts with other stakeholders who 

must be informed about the effects of oversight that affect 

them. It must be specified who in the environment will be 

aware of measures of oversight, whose interests might be af-

fected, and how the reactions of others need to be taken into 

account when interventions as part of oversight take place. 

For example, if the energy management of an AI-based smart 

home [14] is temporally adapted by its owner, then the instal-

lation and maintenance service must be able to be aware of 

this modification. AI by itself can help to support this aware-

ness. 

4. The continuous changes in the context of an AI application 

must be considered by the management when coordinating 

the possibilities and needs for oversight. Changes may be 

triggered by new technologies or by the market. Changes in 

contracts or laws might require standard procedures that pre-

vent certain types of interventions that violate the regula-

tions. However, the exercising of oversight could also require 

intervention in order to immediately meet the requirements 

of new regulations or ethical discourses on AI. Apparently, 

not only shortcomings of a certain AI application but also the 

continuous changes in the context of AI usage are further 

triggers that make adaptation and continuous evolution of AI 

and its usage necessary.  

5. From an organizational point of view, carrying out oversight 

by adapting AI-outcome and its interplay with the adaptation 

of AI itself needs supervision and quality assurance on a me-

ta-level. This includes testing of AI and its reconfiguration, 

evaluating and mutual reflecting whether actions of oversight 

were reasonable, and assessing the workflows for oversight, 

for example whether people being allowed to veto against an 

AI-outcome are sufficiently skilled to do so. In particular, it 

is a management task to consider whether the same kind of 

intervening into AI-driven processes is repeated too often 

and should be avoided by reconfiguring the whole AI-based 

decision support. Not only the ways of how AI generates its 

outcome, but also activities of oversight must be explainable 

to allow for quality assurance. As a consequence of quality 

assurance, re-configuration or customizing of AI might be in-

itiated and coordinated with the technical project team. 

6. Possibilities for oversight of AI-based outcome on the one 

side and a continuous evolution of AI on the other side are 

intertwined. Exercising oversight has a twofold possible ef-

fect: an immediate adaptation of AI-outcome and a more 

general adaptation or customization of how an AI-system 

works. This customization is carried out by the technical pro-

ject team. AI itself can contribute to the customization by 

self-adaptation or by making proposals of how it could be 

customized. Self-adaptation again must be a subject of over-

sight. Explainability is needed to understand whether the 

need for correcting AI-outcome should be followed by 

measures of re-configuring AI-technology. The reconfigura-

tion itself changes the possibilities and conditions of over-

sight. These changes must be fed back to the workforce and 

must be regarded by the managerial decision making, organi-

zational practices and the governance framework into which 

oversight is embedded. 

7. Using and influencing AI must be closely related to the task 

handling that AI should support. The task-handling proce-

dures might have to be adapted and adjusted to support over-

sight by coordinative measures. For example, employees can 

be encouraged to first consider for themselves what decision 

they would make before looking at the AI’s proposed deci-

sion [15]. By such a measure, evaluating AI results and pos-

sibly rejecting them becomes more likely, as well as the cali-

bration of trust in AI. Explainability of AI-reasoning and 

feedback about the success of task handling must be inter-

twined for supporting oversight. Considering the actual task 

helps to assess the effects of AI on the efficiency and quality 

of task handling. 

The reciprocal influences of Figure 2 illustrate that possibility for 

oversight is a criterion that must be implemented within a holistic, 

socio-technical approach that integrates organizational practices, 

individual activities and capabilities, technical artifacts and their 

evolution, as well as the development of human competencies. 

Conclusive remarks 

To allow for human oversight in the context of AI governance 

requires a socio-technical integration of human-centered technical 

measures [16] with organizational practices. The instantiation of 

these organizational practices starts with management activities of 

coordinating the way of task completion with AI and of preparing 

the staff to exercise oversight. Using AI is closely intertwined 

with a continuous evolution of AI-technology and the way of its 

use. This need for evolution is a basic concept of socio-technical 

design that suggests that socio-technical systems are never com-

plete [17]. Continuous evolution is particularly relevant for AI 

since it continuously can adapt to changing context such as newly 

available data, legal regulations or ethical discourses. Further-

more, in the case of AI we have the remarkable constellation that 

AI is as well the subject of oversight but can also help to conduct 

oversight by means of documentation, explanation, triggering re-

flection or proposing measures of customization by itself.  

A crucial issue for further research is how managerial activities 

and succeeding organizational practices can enable people and 
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motivate them to exercise oversight. It cannot be taken for granted 

that people are willing to exercise oversight on their job when us-

ing AI. It is a necessity that their context of social relationships, 

values and organizational practices nudges and encourages them 

to contribute to oversight. We need to understand which kinds of 

motivation, feedback and recognition are helpful to make over-

sight a value that is pursued by the workforce when using AI, and 

which kinds of interaction modes when using AI positively corre-

late with these motivational aspects. Furthermore, oversight might 

disturb the quality of AI involvement since not all kinds of hu-

man-AI task sharing provide better results than leaving the lead to 

AI [18]. 
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