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ABSTRACT
Regulations, corporate governance frameworks, and academic con-
ferences now require technologists to anticipate the societal impacts
of the artificial intelligence (AI) tools they develop. These efforts aim
to limit the unintended harms of AI systems. However, computer
scientists lack the training and methods to accomplish this goal. To
help address this challenge, we provide theoretical and practical
lessons for how technologists should anticipate the effects of AI
throughout the research and development process. By synthesizing
insights from the fields of future studies, safety engineering, and
anticipatory governance, we argue that AI practitioners need to
reconceive what anticipation involves. In contrast to the approach
that most computer scientists take, anticipation is not simply the
act of predicting the impacts of a new technology. Instead, antici-
pation involves combining foresight and action to build capacity
for mitigating the potential harms of technology. We contribute
P-FAGE, a framework that outlines the four essential steps of an
anticipatory process: planning, foresight, action & governance, and
evaluation. We then highlight five key decisions that AI practition-
ers should make during the planning step, with recommendations
for best practices. We conclude by discussing limitations and sug-
gesting how institutional processes and regulations can encourage
AI practitioners to adopt a more rigorous approach to anticipation.
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1 INTRODUCTION
There are many documented instances of artificial intelligence (AI)
technologies leading to societal harm that developers neither in-
tended nor expected [4, 22]. In response, scholars [9], policymakers
[18, 23, 24], and civil society organizations [5] have called for tech-
nologists to proactively assess and mitigate the potential negative
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impacts of AI before deployment. However, computer scientists
struggle to proactively mitigate the harms of AI systems. First, com-
puter scientists often perceive anticipation as an impossible task
[3, 14]. They believe that they lack agency to affect downstream
impacts, such that negative outcomes will happen regardless of
their design choices [12]. Second, even when computer scientists
do attempt to anticipate, their efforts tend to be limited in scope.
Computer scientists might mention the potential harms of their
work, but rarely implement or discuss possible mitigations [12].
Technical researchers focus on a narrow range of probable harms
resulting from technical system errors, overlooking possible social
impacts technology can have on a broad set of stakeholders [3].

We argue that AI practitioners need to shift their conceptual and
methodological approach to anticipation. Computer scientists tend
to operationalize anticipation primarily as predicting the possible
impacts of a technical system. However, the goal of anticipation
is not to predict what will happen in the future with some degree
of certainty. Instead, based on its Latin roots—ante- (before) and
-capere (capacity)—anticipation involves combining foresight and
action to build a capacity to identify and mitigate the potential
harms of technology [8]. Thus, AI practitioners should attempt to
foresee a wide range of possible consequences and then proactively
take steps to prevent harm from materializing.

To operationalize a more rigorous approach to anticipation into
practice, we propose structuring anticipation around a four-step
process that we call P-FAGE: planning, foresight, action & gover-
nance, and evaluation. In addition, we include a discussion of some
initial steps the AI community should take to shape institutional
processes and regulations that would facilitate these improved an-
ticipatory practices. Throughout the paper, when we use the term
“anticipate,” we refer to the combination of these four stages—it is
not simply a synonym for “foresee.” This framework is part of a
larger paper under review where we provide lessons from three
fields that have previously theorized how to anticipate the impacts
of technological innovations.

2 MORE THAN PREDICTION: ANTICIPATION
AS A MULTI-STAGE PROCESS (P-FAGE)

AI practitioners need more actionable guidance for operationalizing
a more rigorous approach to anticipation. Thus, we conducted a
meta-narrative review by mapping the debates and developments
of three fields: future studies [2], safety engineering [7], and antici-
patory governance [1]. By closely reading heavily cited articles and
recent literature, we identified themes related to (a) how each field
operationalizes anticipation into practice and (b) research that cri-
tiques anticipatory practices or demonstrates how to improve them.
Synthesizing previous frameworks [10, 25], we propose that AI
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practitioners can view anticipation as a process structured around
four key stages: planning, foresight, action & governance, and eval-
uation. We call this process P-FAGE. In this acronym, we separate
the planning stage from the other three stages to highlight its im-
portance in setting the terms of any anticipatory process. This stage
is often overlooked; however, if practitioners engage thoughtfully
in the planning stage, they can significantly increase the capacity
of their anticipatory processes to promote the benefits and avoid
the harms of AI. In our full paper, we outline best practices to im-
prove developers’ capacity during the planning stage. We provide
a summary of key themes in Table 1.

1) Planning: AI practitioners must first determine the param-
eters of an anticipatory process. This includes deciding on who to
involve in the process, what technical system to analyze, what kinds
of impacts to foresee, what methods to use to foresee, and what
process they will use to respond [25]. Practitioners should formalize
the planning stage, even if not required by external requirements,
because they can use it to increase their anticipatory capacity (i.e.,
the time, resources, and expertise they have to shape the future im-
pacts of technology). For instance, if a group of researchers realizes
before writing their broader impact statements that they don’t have
enough expertise to identify the social implications of technology,
they should bring in additional stakeholders to help them foresee
more types of impacts and create coalitions with others outside
their team to collaboratively address them.

2) Foresight: After planning, practitioners can turn to the ac-
tivity most commonly associated with anticipation: foreseeing the
potential future impacts of a technology. There are a wide range
of methods that practitioners can employ to generate statements
and scenarios about the future [1, 11, 16]. To inform their choice of
methods, practitioners should first determine which future impacts
they wish to analyze (e.g., physical vs. social harms). Practitioners
also need to decide how they will evaluate the likelihood and de-
sirability of any scenarios they foresee. Technical experts tend to
overlook how these choices rely on normative and often political
choices of how one defines the future. Therefore, AI practitioners
should integrate diverse perspectives, from non-technical experts
and affected stakeholders, to expand their foresight capabilities and
increase their anticipatory capacity [1].

3) Action & Governance: After conducting foresight exercises,
practitioners must work to mitigate potential harms and foster
potential benefits. Without this step, “anticipation” is merely a fore-
sight exercise. After identifying scenarios where a system leads
to negative impacts, practitioners should take proactive steps to
minimize the likelihood and severity of harm. Some negative im-
pacts of technology may be outside the direct control of a develop-
ment team (e.g., due to organizational structures). In those cases,
practitioners should engage other stakeholders to address possi-
ble harmful scenarios. If risk cannot be mitigated to a satisfactory
degree, then practitioners should consider stopping their develop-
ment of a system or not deploying an already-developed system.
In addition, because it is impossible to eliminate the potential for
harm [7], practitioners need to implement governance procedures
for responding when negative impacts occur. These governance
practices could include conducting regular system evaluations, im-
plementing monitoring systems to catch shifts in model behavior,

and developing organizational processes to solicit user feedback
about the effects of the system.

4) Evaluation: As a final step, practitioners should evaluate
their anticipatory process, seeking ways to improve their anticipa-
tion in the future. Because anticipation requires taking actions that
influence the future, practitioners should not evaluate whether an
anticipatory process was successful based on whether they accu-
rately predicted future outcomes [13]. Instead, evaluations should
assess how practitioners conducted foresight exercises, documented
their work, and acted on knowledge generated from the process
(e.g., did they take appropriate actions based on their expectations
of potential harm?) [17]. Evaluations should also consider what
strategies practitioners put in place for when harm occurs. Con-
sider a scenario in which practitioners foresaw a potential harm
and took action to prevent it. In this case, the forecast would be
incorrect in a narrow predictive sense, since the outcome did not
occur. However, this would be a successful anticipatory process,
since the practitioners used foresight to take actions that led to the
desired outcome.

3 INSTITUTIONALIZING A NEW APPROACH
TO ANTICIPATION

Adopting new approaches to anticipation is difficult for practi-
tioners, as they must respond to the structures and incentives of
their professional communities, employers, and broader innovation
economy.

3.1 Implications for AI Institutions
While this paper presents a general framework for anticipating
the harms of AI systems, its practical application will necessarily
vary depending on the institutional and economic incentives shap-
ing AI development. Our framework is primarily motivated by the
challenges that even well-intentioned practitioners face in antic-
ipating and addressing harm. As critical scholarship has shown,
good intentions alone are insufficient to prevent AI systems from
producing adverse effects on individuals and society [6, 20]. Antic-
ipation, in this context, offers a pathway for integrating broader
perspectives into the development lifecycle, enabling greater reflec-
tion and responsiveness to epistemic and procedural blind spots
[21] The P-FAGE framework advocates for an iterative approach to
anticipation, in contrast with prevailing practices that treat it as a
one-time checklist. We see this intuition already reflected by some
developers. For instance, when researchers at Google implemented
Farsight, a tool to help developers foresee possible risks of gener-
ative AI models, their users wanted the tool to provide insights
for mitigative actions too [26]. Our proposed five key decisions
helps a practitioner seeking to increase their critical reflexivity by
examining the limitations of their current anticipatory practices
and identify opportunities to expand their scope of foresight and
responsiveness. For example, when designing a new AI system,
practitioners might ask: Are there additional stakeholders who
should be included in this process, and how can their perspectives
be meaningfully incorporated? If the team is focused narrowly
on algorithmic fairness, who might they engage to surface envi-
ronmental, infrastructural, or long-term societal impacts? Instead
of expecting engineers alone to come up with mitigative actions,
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Table 1: How Planning Decisions Shape Each Stage of the P-FAGE Process.
VA Case: Suppose that the US Department of Veterans Affairs (VA) is proposing a pilot program where they provide veterans
seeking mental health support with a large-lagnauge model (LLM) chatbot mobile app while they wait for a backlogged
appointment with a counselor.

Planning Decision Foresight Action & Governance Evaluation

1. Decide Who is in the
Room (And Who Is Not)

General: Involving marginal-
ized groups and interdisci-
plinary experts expands the
scope of plausible futures and
values considered.

General: Enables governance
actions that reflect pluralistic
values, not just technical re-
quirements.

General: Measures effective-
ness based on whose per-
spectives were integrated and
whether harms to marginalized
groups were mitigated.

VA Case: Including transgen-
der veterans and social scien-
tists surfaces risks like identity-
based exclusion from the chat-
bot and inadequate responses
to sensitive topics.

VA Case: Co-designed chatbot
interventions account for inter-
sectional needs (e.g., LGBTQ+
mental health).

VA Case: Evaluation includes
whether marginalized users
trust actions and influenced it-
erative updates.

2. Define the
Sociotechnical System

General: Expanding bound-
aries to include upstream and
downstream effects reveals
risks otherwise excluded.

General: Supports governance
across multiple levels of insti-
tutions and systems.

General: Evaluates short-term
and long-term effects across in-
terconnected systems.

VA Case: Foresees veteran
overdependence on chatbot
and reduced participation in
human counseling programs.

VA Case: Synchronizes chat-
bot design with VA staff train-
ing and policy on app usage.

VA Case: Tracks whether app
usage patterns complemented
or disrupted other VA care ser-
vices.

3. Specify What
Outcomes to Anticipate

General: Broadens anticipa-
tion beyond technical risks
to include systemic, repre-
sentational, and distributional
harms.

General: Promotes gov-
ernance that anticipates
secondary impacts and miti-
gates structural inequalities.

General: Specifying the defini-
tion of an outcome supports the
selection of evaluation metrics.

VACase: Surfaces risks like VA
justifying cutting in-person ser-
vices based on high chatbot us-
age.

VA Case: Prevents overre-
liance on the chatbot as a
cost-saving measure, commits
to stakeholder-informed policy
guardrails.

VA Case: Tracks whether the
app altered access to care, espe-
cially for underserved groups.

4. Select Methods for
Foresight

General:Mixed methods (e.g.,
quantitative, participatory,
speculative) yield more com-
prehensive scenarios.

General: Enables nuanced mit-
igation strategies that can re-
spond to multiple possible fu-
tures.

General: Evaluates which
methods generated actionable
insights and which were
performative.

VA Case: Combines red-
teaming with user workshops
to uncover edge-case harms
and trust dynamics.

VA Case: Creates governance
processes that are resilient to
changes in the political envi-
ronment (e.g., protecting data
if abortions become illegal).

VA Case: Assesses which fore-
sight techniques identified real
harms and shaped meaningful
improvements.

5. Outline Process for
Responding

General: Early planning of re-
sponses ensures capacity to act,
rather than react.

General: Creates recourse
channels for stakeholders to
identify unforeseen harms.

General: Evaluates processes
according to responsiveness
and preparedness.

VA Case: Anticipates trade-
offs of different escalation
strategies (e.g., police contact
vs. veteran-defined support).

VA Case: Creates escalation
protocols, VA hospital notifi-
cations, and external advisory
oversight.

VA Case: Measures how ef-
fectively harm was addressed
through how robust gover-
nance protocols are.

researchers should investigate tools for facilitating iterative discus-
sions between diver stakeholders such as engineers, sociotechnical
researchers, compliance officers, and impacted communities.

At the same time, we recognize that institutionalizing a forward-
looking, care-centered approach to AI development faces significant

structural barriers. Chief among these is the political economy of
AI, in which prevailing capitalist logics prioritize profitability and
efficiency over ethical responsiveness. Rigorous anticipatory pro-
cesses often require substantial investments of time, labor, and
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financial resources—investments that may conflict with the incen-
tives of firms operating under shareholder primacy or competitive
market pressures. The externalization of social and environmental
costs—such as harms to labor, inequality, or ecological degrada-
tion—is a well-documented feature of capitalist production models.
As such, even mission-aligned organizations may struggle to mean-
ingfully invest in mitigation efforts when constrained by limited
resources and institutional competition. Policy reforms could begin
to shift these dynamics by offering material incentives for harm
reduction or by increasing liability for failures to conduct adequate
anticipatory assessments. Our framework offers a starting point
for discussions on such reforms by outlining the components of a
rigorous anticipatory process and helping define what might count
as “sufficient” foresight.

3.2 Implications for Policymakers
Regulation can play a crucial role in prompting companies and gov-
ernments to invest in robust anticipatory processes for AI develop-
ment. One important task for policymakers is to enforce standards
for what counts as sufficiently rigorous anticipation. Notably, while
the AI Bill of Rights and other policies call for anticipation, they do
not clarify the standard for which harms are “reasonably foresee-
able” [15, 24]. Our work suggests that policymakers should make
this judgment based on a development team’s anticipatory process.
Policymakers could bolster existing impact assessment require-
ments by asking developers to describe what methods they used
to foresee potential impacts and what actions they took to mitigate
risks. If an AI tool leads to harm, policymakers would then scruti-
nize the development team’s practices. Did the team engage in each
step of the P-FAGE process? Did they follow best practices for how
to conduct those steps? If the answer to either question is no, then
policymakers should hold developers liable for failing to address rea-
sonably foreseeable harms. Of course, an important open question
is how to develop standards that would help policymakers make
these judgments about a development team’s anticipatory process.

However, we note that regulation alone is unlikely to suffice,
particularly in cases where organizations are openly hostile to so-
cial accountability, or where formal compliance mechanisms are
co-opted for ethics-washing [19]. While some companies may ap-
proach regulation superficially, the resulting documentation trail
can serve as a basis for audit and regulatory review, offering trace-
able records that can be used to evaluate foreseeability claims after
harms occur. Yet accountability cannot rest solely with regulators.
Thus, while meaningful anticipation will require government over-
sight, it will also require the redistribution of power and legitimacy
across the AI development ecosystem. We argue for the inclusion of
civil society actors such as unions, community organizations, and
AI governance advocacy groups. These actors should be embedded
into liability regimes with legal and institutional mechanisms that
empower them to contest industry claims and assert alternative
standards of foresight and responsibility. Furthermore, AI practi-
tioners themselves must be granted labor protections, including
the right to collective action and protected disclosures, so that they
can surface risks without fear of retaliation. Without these struc-
tural supports, anticipatory processes will remain vulnerable to
institutional inertia and political capture.
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