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Abstract
High-quality feedback is crucial for learning but requires expertise
and effort. This project examines the prospect of using AI-generated
feedback as suggestions to expedite and enhance human instruc-
tors’ feedback provision. We situate our work in an introductory
Economics class which has short-essay assignments. We developed
an LLM-powered feedback engine that generates feedback on stu-
dents’ essays based on the grading rubrics used by the instructors
and teaching assistants (TAs), and presented the feedback as in-
text comments within student submissions. We then performed
think-aloud studies with 5 TAs over 20 1-hour sessions to have
them evaluate the AI feedback, and share how they envision using
the AI feedback if they were offered as suggestions. Our prelimi-
nary findings suggest that AI feedback encouraged TAs to consider
more perspectives, fostering critical thinking and rubric alignment.
Participants also envisioned AI assistance improving feedback con-
sistency. Then we discuss the generalizability of our findings to
policy enforcement in various domains, such as content moderation.
We also emphasize the important role of clear rubrics adapted for AI
and discuss broader implications in system designs for enhancing
AI explainability.
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1 Introduction
Extensive research has shown that feedback is important for learn-
ing [4, 7, 10, 11, 13, 16]. Studies have suggested including detailed
rubrics to improve feedback quality [1, 3, 6, 22, 23, 29], yet high
quality feedback requires expertise and efforts to write [21, 22, 24].
Since the rise of generative AI, research communities around AI and
Education have explored using large language models (LLMs) to
generate tutoring responses and feedback. Studies showed promis-
ing results that when instructed well, LLMs can generate high
quality feedback comparable to human feedback [9, 12, 14, 19, 26].
However, many studies observe problems in LLM feedback such as
they can be overly general [14], cannot capture nuanced differences
in students’ answers [12, 14, 25], and produce mistakes[15]. Most
existing research has focused on developing techniques to align
LLM-generated feedback with human feedback using quantitative
metrics such as accuracy, recall, and linguistic similarity to human
feedback [2, 17]. In contrast, this study investigates the potential for
human-AI collaboration in feedback provision. We aim to address
the question: even when AI feedback is imperfect, can it be used as
suggestions to expedite and enhance human instructors’ feedback
provision?

We conducted our study in an introductory Economics class in
Fall 2024. It has frequent knowledge-intensive short-essay assign-
ments with detailed rubrics developed by the instructor, and Teach-
ing Assistants (TAs) provide feedback to students’ essays based on
these rubrics. We developed a feedback engine to generate feed-
back regarding each rubric with decomposed steps, and displayed
them as in-text comments in a Word document. We then performed
think-aloud studies with 5 TAs over 20 1-hour sessions to have them
evaluate the AI feedback, and share how they envision using the
AI feedback as suggestions. Our preliminary findings suggest that
AI feedback aligns better with the characteristics of effective feed-
back as instructured in the prompts to the LLM, but might contain
mistakes when the rubrics are not well written. Moreover, TAs con-
sidered the AI feedback to foster critical thinking, and align more
closely with the rubrics. Participants also envision that having AI
assessments could help improve the consistency among TAs. Based
on these insights, we plan to conduct a deployment study to assess
whether having AI assessments while grading would influence the
feedback TAs provide.

This paper discusses the synergy between using AI to generate
feedback based on rubrics, and using AI to moderate content based
on governance rules. In particular, we discuss insights on what
makes a good "rubric", which may have implications on what makes
good "governance rules". Policies and rules are established to popu-
late standardization, but the execution of the policy is distributed,
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and discrepancies arise both between policymakers and enforcers,
and between enforcers themselves [5, 8]. Our findings show the
potential of providing AI-generated assessments as suggestions
to human moderators, which might improve the consistency of
rule enforcement and enhance policy comprehension. We offer
recommendations on the system design in enhancing AI explain-
ability, including decomposing the task into subtasks and providing
intermediate outputs to improve transparency and user control.
Moreover, our findings emphasize the importance of clearly-written
rubrics for AI systems and provide suggestions on adapting the
existing rubrics written for human to AI to ensure the assessments
are aligned with expectations.

2 Methods
We conducted our study in a college-level introductory Economics
class in Fall 2024. The course included frequent short-essay assign-
ments with detailed rubrics developed by the instructor, and TAs
provide feedback based on the rubrics. For each student response, AI
judgements and feedback are generated separately for each rubric
provided. The generation method follows the idea of Chain-of-
Thought [27], structured into three steps, including 1) identifying
the relevant sentences in the student responses to the rubric; 2)
making a judgement on whether the student response meets the
rubric; 3) constructing feedback. Specifically, we requested a ra-
tionale before making judgments and feedback. All the feedback
was generated by GPT-4o with a temperature of 0.05 to enhance
consistency. To visualize the feedback, we developed a Word plugin
to integrate the generated judgments and feedback as in-text com-
ments on a document. We also highlighted the relevant sentences
identified by AI in the generation, and as the anchoring text for the
comments.

We conducted 20 1-hour think-aloud sessions with 5 TAs. To
create an authentic environment for TAs to critically compare their
feedback with the AI’s feedback, we first asked the TAs to complete
their grading tasks as usual. After they finished, we invited them
to participate in think-aloud sessions where they were asked to re-
viewe AI-generated feedback on the essay they graded, contrast the
AI feedback with their handwritten feedback, and share how they
envision using the AI feedback if they were offered as suggestions.
The study is IRB-approved. The sessions were conducted via Zoom,
and the de-identified transcripts of the recordings were analyzed
with affinity diagram [20]. Participants were compensated with a
$25 Gift Card for each study session.

3 Preliminary Findings
3.1 AI feedback aligns more closely with the

rubrics, while TA’s feedback is more holistic
Participants appreciated that the AI feedback was better aligned
with the rubrics and more fine-grained since the feedback engine
generates one feedback message per rubric item. They also reported
that AI feedback exhibits more characteristics of effective feedback,
such as personalized and localized language, providing praise, using
guiding questions and explanations. In contrast, TAs often synthe-
size multiple items into a single, more comprehensive comment.
However, this brings about the trade-off that AI feedback could be
misleading when the rubrics are not well written.

We will describe two scenarios where AI tends to make mis-
takes. First, AI struggles with assessing definitions of specialized
economic terms not explicitly covered in the rubric. Second, AI
tends to rigidly enforce rubric phrasing, often rejecting valid al-
ternative expressions. For instance, a decrease in demand can also
be expressed as “a demand curve shifts leftwards” or “a demand
curve shifts downwards” or “a reduction in the consumers’ will-
ingness to pay for the good”. Both P4 and P5 noted that although
some students captured the core idea, AI marked them incorrect
for deviating from rubric language.

In contrast, TAs adopt a more holistic approach. Rather than
addressing rubric items in isolation, they often prioritize higher-
level qualities such as conceptual understanding and argument
coherence. For example, participants shared cases in which students
might be struggling with deeper conceptual issues that go beyond
merely missing a single rubric. In such cases, they found the AI
feedback focusing on a single rubric to be insufficient. They also
noted that some rubric itemsmay not apply to every essay, and some
errors fall outside the rubric’s scope. For example, the students are
required to point out the "third party" in the negative externalities
and explain how they don’t have a say in the market. However,
some students identified animals or the environment as the third
party, making it unnecessary to explain why these parties lack a
voice in the markets. Since these nuances are challenging to fully
capture within rubrics, these edge cases highlight the limitations
of AI feedback and the importance of including human judgments.

3.2 Seeing example essays with AI feedback
improve understanding in the rubrics

Although no separate learning process is provided, participants
find themselves having a deeper understanding in the rubrics as
they read through the sample essays and the AI feedback. For
example, P4 mentioned that through seeing the AI feedback and
the AI highlights, they get a better understanding of the typical
order in which students addressed rubric criteria, which helped
them identify missing key points when evaluating other student
responses later.

More importantly, AI feedback prompted participants to notice
overlooked rubrics, and evaluate them more critically. For instance,
both P4 and P5 realized they had overlooked certain rubric criteria
in their evaluations, which the AI had identified. Consequently,
this process led participants to take into account nuanced student
examples and different perspectives represented in the AI feedback,
improving their understanding of the rubrics. As P1 noted, “reading
through the AI Feedback gave me a better understanding of what I
should be looking for.” A notable example involves the rubric item
"Point out the third party in the article and explain why they don’t
have a say." P5 initially missed the first half of this criterion. As
they noticed AI marking the student response as incomplete due
to the lack of an explicitly identified third party, they spent more
time reading the highlighted sentences and reconsidering their
judgment. This prompted them to spend more time interpreting
the rubric item, ultimately agreeing with the AI’s assessment and
recognizing their initial misunderstanding. As P5 reflected, “it also
helped me understand ... what was expected out of the assignment.”
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3.3 Having AI feedback could help standardize
feedback

Although the TAs scheduled regular staff meetings with the instruc-
tor to understand the rubrics and ensure they applied the rubrics
consistently, there is still inconsistency when applying them, and
TAs expressed concerns about that. Participants identified two pri-
mary sources of inconsistency: within the same TA and between
different TAs.

Firstly, participants expressed concerns about inconsistencies
within their own feedback. For example, P1 said, “I also worry
about consistency. Like, if I take 1 point off for one student here. Did
I take off 2 points for another student?”. This issue is particularly
pronounced when a student’s response implies a correct answer but
lacks full accuracy. Several participants found AI useful in helping
them verifying their evaluations and consistently considering all
the rubrics. As P2 noted, “It’s just like having another set of eyes on
the paper.” and P5 said AI feedback “helpful to have standardization
within your own section”. P5 also mentioned the AI feedback could
help them improve consistency in their feedback, as AI would check
the same list of rubrics for all the students. P5 said, “sometimes I
would question if I left the same feedback for all of the students like....
(With AI,) I was not having that worry at all, because I was just
looking through a list of items and checking to see if students had
them. And so it wasn’t like subjective in that way anymore.”

Secondly, participants also found inconsistency among different
TAs due to various understandings in the requirements. As P5 said,
“Something that we are always concerned about is that one [TA] is
grading too leniently versus other [TA] that’s grading harshly.” One
main reason is that some rubrics lack specificity in the depth and
accuracy in analysis needed. For example, one rubric item requires
“provides a thoughtful and well-reasoned solution”. P5 expected
a thorough reasoning of why the solution alleviates the problem,
while P2 found pointing out a valid solution to be sufficient. Partic-
ipants envision that AI feedback could help them build consistency
in grading among the TAs, as the AI feedback is capable of provid-
ing more objective and consistent judgement and feedback. P5 said,
“I think this would be helpful, and we (TAs) would be making sure
that we’re taking into account similar things.”

4 Discussion
4.1 Implications on other demains
Although this work is conducted in the context of feedback pro-
vision only, our findings provide broader implications for policy
development and enforcement beyond Education, especially in ar-
eas where human moderators or decision-makers have to interpret
and apply predefined rules. Although policies and rules have been
established in various domains to standardize decision-making, dis-
crepancies often arise between policymakers and enforcers, leading
to unintended leniency or excessive penalties [5, 8]. Additionally,
differences in interpretation among multiple enforcers can fur-
ther undermine standardization, resulting in inconsistent outcomes
[8, 23, 30].

One example domain is content moderation on online platforms,
such as social media networks and forums, where moderators en-
force policies designed to regulate harmful, misleading, or inap-
propriate content. Similar to providing feedback based on rubrics,

moderators work with content guidelines to make case-by-case
decisions about whether a post violates community rules. However,
discrepancies in interpretation among different moderators can
lead to inconsistent enforcement, where similar cases receive vary-
ing outcomes. Our finding suggests that although AI suggestions
could be misleading when the rubric is not clearly-written, provid-
ing AI-generated judgments could provide two potential benefits.
Firstly, the AI suggestions provide a more objective set of opinions,
which could improve the consistency in moderation both within
and between moderators. Secondly, seeing the AI suggestions could
encourage moderators to reflect on ambiguous cases, consider al-
ternative perspectives from different stakeholders. Similar to how
TAs in our study benefited from engaging with AI suggestions,
content moderators might also develop a deeper grasp of policies
by critically evaluating AI-generated assessments.

Moreover, in communities with decentralized moderation mod-
els, where policies are established through appeal processes with an
open committee of stakeholders, viewing examples and AI sugges-
tions could potentially facilitate stakeholders assess the practical
consequences of proposed rules, understand it more critically by
considering different cases and perspectives from other stakehold-
ers, and even refine it accordingly.

However, one key premise for our positive findings in feedback
provision is that the TAs are familiar with domain knowledge. Thus,
they find identifying the key information for making the decision
more time-consuming than making the judgement itself. In that
case, evaluating an AI feedback when provided with reasonings
is easier than creating one from scratch. This assumption may
not hold universally across all policy enforcement areas, where
moderators may have varies level of expertise. Future research is
needed to determine which domains align with this premise.

4.2 Providing intermediate outputs on subtasks
to improve transparency and control

In this work, we decomposed the feedback generation task into sub-
tasks including identifying relevant sentences, making judgments
and constructing feedback, and provided intermediate outputs of
each AI subtask. Many participants reported that these outputs,
especially the highlighted text, helped them better understand and
verify the AI’s reasoning. This decomposition gives users better
flexibility and control on what to take from AI. For example, AI
might make mistakes on evaluating whether the rubric is satisfied.
With the highlighted sentence, the user can easily flip the judgment.
As P4 said, “even if it’s sometimes incorrect, that’s what you can
check ... I think that’s the easiest part for us to get." Our findings
also suggest that participants were aware of AI’s potential halluci-
nations and inaccuracies, and the visibility of intermediate outputs
helped them better evaluate the correctness of AI suggestions. Fu-
ture work on AI systems could also consider decomposing the task,
presenting intermediate AI output, and localize the reasonings to
enhance AI explainability.

4.3 Establishing clearly written rubrics
Our study highlights the importance of clearly written rubrics for
enabling LLMs to generate accurate judgments and high-quality
feedback. We found that rubrics designed for human graders often
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Table 1: Suggestions for elaborating rubrics in order for LLMs to generate accurate feedback for knowledge-intensive essays.

Good rubric example Bad rubric example

Explain the
domain-specific
knowledge

The student demonstrated an understanding
of the Law of Demand, that is, as the price
of the good increases, the quantity
demanded by the good or service decreases.

The student correctly
used the terms quantity
supplied/demanded vs.
supply/demand.

Include acceptable
alternatives

The student demonstrated that farmers
demand water, or analyze the influence on
farmers as consumers of water.

The student stated that
with tax or ban on
automation, the demand
for labor increases.

Specify the
expected depth of
the explanation

The student explained why deadweight loss
exists and mention it is quite large given
that the Government purchased the excess.

Explain the concept of
artificially scarce goods
conceptually.

Negative behaviors
should be
explicity called out

The student did not use long direct quotes
(more than 1 sentence in one quote) from
the article.

Direct in-text references
are present.

lack the explicit detail needed for LLMs to interpret evaluation cri-
teria correctly, aligning with findings from [28]. We provide tips in
Table 1 on elaborating rubrics to make them more understandable
by LLMs. Since LLMs are sensitive to the exact phrasing of the
prompt [18], rubric descriptions need to be precise, especially re-
garding the expected depth of explanation. For example, one rubric
requires the students to "point out the third party in the negative
externalities", but the instructor accepted implicit understanding,
whereas the LLM penalized responses that did not explicitly state
who the third party is. As the AI judgement was sticking to the
description, it was overly strict. We revised the rubric to read "show
understanding of who the third party is in the negative externality,"
aligning it better with both human and AI interpretations.
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