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Abstract
In this paper, we present the preliminary results of an in-depth
empirical study about the ways in which AI-based services are de-
veloped and deployed in target domains (e.g., pig farms). We discuss
the challenges our findings may pose to harm-based governance
efforts. Prior work has proposed looking at harms related to the
political economy of AI supply chains. Building on this work, we
explore three use cases to reveal how current approaches to produc-
ing AI-based services transform the operations of organizations in
target domains. Our study reveals novel concerns due to the ways
in which these services are zipped into these operations. We close
with a discussion on the potential and limitation of harm-based
governance approaches to mitigate these more structural concerns
we identify.
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1 Proposition: Empirically studying how
AI-based services transform the operations of
a target domain can uncover new challenges
to AI governance

Current AI governance primarily relies on accounting for and mit-
igating harms [5]. Harms-based governance approaches aim to
identify, assess, and mitigate those harms caused by humans re-
lying on AI capabilities. They promote proactivity for instance
through the emphasis on design solutions that would support harm
mitigation [18].

Researchers and policymakers have contributed to this approach,
first through the development of responsible AI principles [6], tax-
onomies of AI harms [26], and algorithmic metrics and methods for
harm mitigation [10], structuring practitioners’ and policymakers’
reflections and actions around harm. The harms they consider re-
volve around AI systems’ outputs (e.g., biases, lack of explainability),

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
STAIG - CHI ’25, Yokohama, Japan
© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM.
https://doi.org/0

around certain negative impact of their development (e.g., envi-
ronmental impact), or around job replacement post-deployment.
Following these efforts, researchers also increasingly explore ways
to support practitioners in operationalizing techniques for harm
mitigation. For that, they conduct empirical studies to investigate
the concerns, needs, and challenges faced by individual stakehold-
ers involved in the AI supply chain —primarily developers [4],
product managers [24], and UX designers [15], or practitioners
with designated “responsible AI” roles [9]. Insights from these
works often result in practitioner-centered guidelines and prac-
tical tools to foster the development of responsible AI systems [8],
or in organizational-level governance frameworks for AI providers
[21]. They also inform harms-based AI-governance approaches, be
it through regulation, standards, or responsible AI initiatives in
organizations.

Another strand of work centers political economic aspects of soft-
ware systems (AI-based or not) that may lead to harms. Researchers
study how service architectures and iterative development pro-
cesses create an (AI) supply chain, whose potential harms are hard
to detect or pin onto a single stakeholder in the chain [3, 7, 28].
They investigate the types of AI models [17], AI development tools
[27] and cloud infrastructures [16] that BigTech organizations make
available to other providers of software services, and how they come
to reinforce the power of the former. Ultimately, these researchers
encourage policymakers to explore governance mechanisms that go
beyond individual organizations, stretching across supply chains.

Building on such prior work, we present preliminary results of
an empirical study to reflect on the potentials and limitations of
such a harm-based AI governance approach. The study looks at
the production of AI-based services to be introduced into target
domains, like factories and farms. We focus on how the produc-
tion of these services aims to transform the operations of these
domains–the daily inner workings of an organization or business–,
and how these transformations might ultimately impact humans,
non-humans and their environments in complex ways. The results
reveal the dynamics AI-based services are bringing to organiza-
tions, with insights into potential negative affects. This in turn calls
for either extending the scope of existing harm-based policies or
exploring governance approaches that address political economic
concerns that fall beyond harm considerations.
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2 Brief description of the methodology
followed to empirically study AI-based
services and AI supply chains

We conducted multiple studies interviewing individuals active in
the production of AI-based services to be deployed in target do-
mains, and individuals working within these target domains. In-
terlocutors could be doing in-house research, engineering data
infrastructure, instrumenting the physical target environment, etc.
We prepared these semi-structured interviews using grey literature
relevant to the development of the AI-based services at hand or to
their usage in practice.

These studies all followed an exploratory approach. At the start,
our aim was broadly to understand how the production practices
of the AI-based services might affect the operations of a target
domain in ways that are still misunderstood, and how this might
ultimately harm humans or their environment. For this reason, we
asked an initial round of participants open questions about their
production practices and the (envisioned) usages of their services.
We identified potential consequential patterns that had not been
discussed in prior literature. We then refined the orientation of the
studies by adjusting the questions to target these potential patterns.

In terms of use-cases, we looked into the use of AI-based services
in different target domains (enterprise, industrial, agricultural), and
we focused on multiple AI applications that require different types
of underlying AI algorithms. See Table 1 for more information.

UsecaseTarget domain AI-based ser-
vice

Section of the supply
chain

UC1 Operations at a pig
farm, e.g., detecting
early pig diseases,
remote pig weighing.

Deep learning for
computer vision
tasks, e.g., video
classification

Development, deployment,
and usage of the AI system,
e.g., by the farmers, veteri-
narians, slaughterhouses.

UC2 Operations in manufac-
turing, e.g., detecting
defects, actuating
robots on conveyor
belts.

Deep learning
for computer-
vision tasks, e.g.,
object detection.

Development of the AI sys-
tem and deployment in its
physical environment, e.g.,
in the robotic arm’s factory

UC3 Operations at an en-
terprise, e.g., answer-
ing employees HR ques-
tions.

Large language
models; retrieval-
augmented gen-
eration.

Development of the AI sys-
tem by the provider and
adoption decisions by the
deployer.

Table 1: Synthesis of the AI use-cases we explored, and of the
variations in our approaches for exploring these use-cases.

3 Illustration of a few findings from these
empirical studies (focus on UC1)

The objective of the AI-based services we studied is typically to opti-
mize the operations of a target domain, often to ultimately increase
efficiency, scale, or speed, to reduce costs, or to increase revenue.
Observations made in the target domain of pig farms (UC1) reveal
how such an aim might be problematic in itself. Similarly to prior
works that hypothetically discussed how and why AI-based ser-
vices are introduced in a domain [14], several interview participants
pointed out that the service clients aim to increase the production
of pigs in already controversial intensive farming settings. This
might not only bear implications for the pigs’ populations (e.g., life
conditions and mortality of the pigs [19]), but also for the envi-
ronment (due to the resources the pig production requires and the
waste it produces) [25], as well as the spread of diseases [1, 23].

Our observations also show that producing AI-based services is
based on seemingly-inconspicuous transformations of the target
domain, service architectures, and a continuous relationship be-
tween the AI service provider (e.g., the startup that builds the AI
system) and the AI client (e.g., the farmer) in the target domain. We
describe the consequences of deploying AI systems in such a way:

• Impact on farmers’ practices. We found how the impact of
AI systems on jobs is complex and reflects the production needs
and purpose of AI-based services. In our interviews, producing
AI services did not ‘simply’ require employing crowd workers
with poor labor conditions [20], or replacing human-workers in
their jobs [2]. Instead, actors in the farming sector get sucked
into the production of AI-based services. This has to do with the
way AI systems change how services are produced. Rather than
augmenting or automating farmers’ practices, AI-based services
aim to mimic outcomes of workflows using predictions on input
data. Once the service is deployed, farmers are increasingly asked
to monitor it for potential mistakes in its predictions and to pro-
vide feedback to the AI provider. While their own work becomes
partially automated, they become service "care-givers". Addition-
ally, these actors as well as zoologists who typically conduct
research about the farm animals might become AI "feeders" or
even "designers". They are employed by the AI providers to sup-
port service design, be it for defining the labels to be predicted,
determining the data to collect for AI training, or annotating
videos of pigs. Importantly, in the long term, these farm actors
might lose their domain knowledge that they acquire working
closely with pigs [29], while transferring some of their knowledge
to the AI provider who gains an upper hand.

• Impact on the eco-system.We found how the economic con-
straints on AI-based services bear “social” implications, that typi-
cally remain neglected. For instance, AI providers may optimize
their services for particular pig breeds, leaving out breeds for
which the services cannot deliver economically viable operational
outcomes (e.g., pigs of darker colors are more difficult to detect
in barns compared to pigs of lighter complexion). This might
encourage the farm owners that want to adopt such AI-based
services to concentrate their production around the breeds that
AI providers can handle. Ultimately, this risks further decreasing
biodiversity, which in the case of intensive pig farming is already
an issue with broader health and environmental concerns [12].

• Impact on the physical environment.We found a tendency
to transform the environments where the AI-based service is
deployed to ensure better predictions by the AI system. AI-based
services require a complex set-up within the farms (UC1) and
an important reorganization of the physical infrastructure of
the barns, e.g., to bring the Internet and Wifi connections, to
run cables in between the pig cells, to install a well-protected
server room, etc. AI providers face difficulties in building robust
AI models that can adapt to any farm condition, and services
that can resist the normal wear-and-tear provoked by the harsh
farm conditions (e.g., pigs biting the camera cables, dust from the
barns, etc.). To mitigate these problems across multiple farms,
they experiment with standardizing cameras, changing light in-
stallments in barns, as well as constraining the movement of the
animals. These changes can be costly for small farmers, and more
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easily delivered by industrial farms with standardized physical
installations.

• Impact on economic condition and power relations. We
found that the AI deployment model gives the AI provider an up-
per hand in the transformation of farm operations. UC1 showed
that AI providers (typically startups) rarely provide shrink-wrapped
products, mostly producing services that establish a continuous
economic relationship with the farmers and the provider compa-
nies. As part of their service, providers maintain the hardware
placed in the farm, making switching providers cumbersome.
Providers can use the data streams to update the internal AI
algorithms or develop new algorithms, which they can sell as
improved services, or to other farms. Farmers, in adopting ser-
vices, depend on the economic success of the providers for their
operational functioning. Besides, farmers’ operations get coupled
with the economic interests of the providers. If the providers
need to cut costs, or decide to focus on a breed of pigs, they may
transform the AI-based services in a way that no longer aligns
with the farmers. This means, once a provider is successfully
zipped into the operations of sufficient farms, they have an upper
hand on a great number of farms, with the potential to push their
operations to better fit their own economic interests. Once in this
situation, farmers may not easily reverse back to not using the
technology, e.g., in case they cannot afford it anymore, in case
it doesn’t work well enough to increase their productivity, or it
requires greater physical changes than they can handle.

4 Examples of governance-related questions
stemming from these findings

One way to analyze the results of our empirical study is to identify
the harms hidden in the interviews, be it harms to the farmers,
to the pigs, or to the broader farm eco-systems. These types of
harm remain under-explored and would possibly constitute a new
category within harm taxonomies [22, 26]. We explained in Sec.
1 that most AI researchers focus on understanding and tackling
harms resulting from the output predictions of AI–based services,
especially representational and allocative harms to individuals or
groups [13], that have also been tackled in recent AI regulations.
Such harms would not apply to our use cases, contrary to the harms
we actually identified.

Methodologically, we were able to explore these impacts and
harms by grounding our studies in specific domains of exploration,
centering on specific AI systems with seemingly low risk (e.g.,
according to the AI Act), and adopting an analytical lens than
includes software engineering processes with an attention to how
companies providing and adopting AI systems are organizing their
production. This is in contrast to prior work that focuses on datasets,
as well as the inputs and outputs of an AI algorithm. To better
understand the transformations that we touch on here, and whether
they may lead to systemic harms that cannot be easily mitigated, we
call on researchers to continue exploring various perspectives from
which harm can be understood. This would include studying impact
on different stakeholders, adopting different lenses (e.g., political
economic, social, environment, etc.), and exploring in-depth specific
domains where AI-based services are introduced.

How can we tackle these harms of AI-based services? We could
find ways to address these harms individually. This could include
ensuring that farmers are paid sufficiently for data annotation work,
documenting and archiving richer accounts of farm work, pushing
for biodiversity as an optimization goal, or developing AI systems
that are robust to different environmental conditions. However,
similar to prior studies on annotators, gig workers, and AI supply
chains, our studies also reveal structural transformations that may
occur due to how we produce AI-based services. The political eco-
nomic conditions under which AI-based services are produced, as
well as the existing conditions in the target domains suggest the
existence of structural issues Specifically, we sketch how target
organizations are transformed once they adopt AI-based services
to enhance their operations, zipping them into long-term economic
relationships with the service providers. We show how the eco-
nomic and technical conditions in which these services come to
be may establish systemic inequalities between service providers
and organizations in the target domain, with potential harms to
humans, non-humans and environments.

These issues may push the limits of harm-based approaches to
govern them. The loss of farming skills, the diminution of the biodi-
versity, or the further reduction of small farms in the face of a large
AI push and other power asymmetries, are transformations that
are hard to mitigate and reverse without broader efforts. While we
could go on to list the harms that stem from the transformations
we described, our focus remains on these systemic transformations.
They require us to question their root cause, i.e., the production
model intrinsic to AI-based services. We identified that AI harms
result from the requirements for producing AI technologies, the
limitations of these technologies in terms of performance, and the
subsequent way in which AI providers deliver the AI systems to
the users (especially as services). Hence, we call on researchers to
pay attention not only to individual stakeholders’ work or orga-
nizational challenges, but also to production processes and their
materiality (e.g., the re-organization of the barns), and to investigate
how these aspects of AI might cause deep transformations of target
domains. During the workshop, we could explore these systemic
issues and what other governance approaches may be appropriate
to govern them.

Services have not started from AI technologies: prior software
systemswere also offered as a service as this is more profitable to the
software providers [11]. They can continuously obtain information
about the service users, refine and extend their offering, continu-
ously control pricing, etc. Having in mind this history that shapes
the production of information technologies and especially AI-based
services nowadays enables us to pose larger questions. Governance
efforts might want to start by disentangling the factors that cannot
be circumvented and that are inherent to AI technologies, from
those factors that are only a feature of avoidable practical chal-
lenges. To what extent does service-based procurement stem from
a desire for profitability for the AI provider or also from AI-specific
challenges? Investigating what other modes of AI procurement
(e.g., as a shrink-wrapped product) would be feasible could be gen-
erative to avoid many AI harms. More broadly, to what extent has
the development of AI techniques been influenced by AI providers’
desire to create services? Can we envision other techniques that
would circumvent the problematic transformations?
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