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Abstract
AI models are rapidly becoming embedded in all aspects of nuclear
energy research and work but the safety, security, and safeguards
consequences of this embedding are not well understood. In this
paper, we call for the creation of an anticipatory system of gov-
ernance for AI in the nuclear sector as well as the creation of a
global AI observatory as a means for operationalizing anticipatory
governance. The paper explores the contours of the nuclear AI ob-
servatory and an anticipatory system of governance by drawing on
work in science and technology studies, public policy, and foresight
studies.

CCS Concepts
• Security and privacy → Usability in security and privacy;
• Human-centered computing→ HCI theory, concepts and
models.
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1 Introduction
For many countries, nuclear energy is seen as a key ingredient of
low-carbon energy systems - a view that is contributing to signif-
icant growth in the nuclear sector worldwide. At the same time,
a circular relationship between AI and nuclear energy is rapidly
emerging in which AI energy demand is driving interest in new
nuclear energy technologies and simultaneously AI models are
themselves becoming rapidly embedded in all aspects of research
and work in the nuclear sector. Though largely ‘safe’, nuclear en-
ergy technologies are nevertheless high-hazard technologies, and
the embedding of AI in nuclear work and research, including its
implications for safety, security, and safeguards, is not well under-
stood.
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The safe operation of the existing reactor designs is the result of
systems of safety and governance that are decades in the making
and include extensive trial and error by organizations across the
nuclear industry [31, 32, 48], information sharing, training, and
accreditation of operators and other professionals in the nuclear
sector [33, 40], creation of norms and a culture of safety [19, 26], the
development of predictive models for understanding and mitigating
modes of failure in reactor systems [47], and extensive oversight
and governance by national regulatory agencies as well as, in some
cases, self-regulators [40]. The emergence and rapid embedding
of AI in the nuclear sector (particularly at a time when new nu-
clear energy technologies are approaching deployment) has the
potential to undermine the existing nuclear safety infrastructure
by introducing new and unexpected modes of failure in existing
and new reactor systems, creating unanticipated security and safe-
guards vulnerabilities, and deskilling operational, regulatory, and
even research personnel. As noted, the potential implications of
embedding AI in the nuclear sector are not well understood and
only now are starting to be articulated by nuclear safety regula-
tors around the world [8]. Given these concerns, and the need to
steward a safe embedding of AI in the nuclear sector even as we
potentially transition to use new nuclear energy technologies, we
propose to create an anticipatory system of governance for AI in
the nuclear sector. This paper outlines our reasoning for proposing
this approach to support appropriate use of AI in the nuclear sector.

Many of the existing regulatory approaches for the nuclear sec-
tor stem from lessons learned from past nuclear accidents, such as
Three Mile Island, Chernobyl, and Fukushima. Studies of such acci-
dents have repeatedly demonstrated that complex and sometimes
unpredictable or emergent combinations of technical, human, and
organizational interactions and failures [10] often play a role (see
[51] for a brief summary of several accidents and subsequent find-
ings). History has taught us the impact of such accidents (even with
no lives lost) is global and can include large scale displacements
of humans, disruption of economic activity, impacts on energy
prices and energy security, cancellation of nuclear construction
projects, and reputational losses for the nuclear industry [23]. It is
for this reason that an oft-repeated saying in the nuclear industry
is that "an accident anywhere is an accident everywhere" [2]. The
nuclear power industry (and therefore, the energy industry as a
whole) ebbs and flows with societal trust in nuclear energy systems;
the vitality of the nuclear power industry is marked by periods of
de-investment that are directly timed to nuclear accident-related
headlines.

The decisions on how the technical, human, and organizational
elements of nuclear systems interact, and the institutional and nor-
mative environments in which they function, are made on different
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timescales, in many cases even decades before an accident occurs
(a phenomenon referred to as "slow disasters" which result from
poor or deferred decision-making [25]). At the Fukushima Daiichi
site, for example, decisions about the height of the seawall, the
placement of the emergency diesel generators, the design of the
containment (and many other factors) were made before construc-
tion began, but all ultimately contributed to the severity of the
accident. Decisions being made now concerning the integration
of AI in the design, operation, and regulation of nuclear energy
technologies, if not made carefully and in a well-considered manner,
could potentially be contributory or even initiating factors to acci-
dents in the future as well as security and safeguards vulnerabilities.
All of this is to say that the consequences of AI adoption in nuclear
energy systems, and the potential interaction of AI models with
each other and with the human, organizational, institutional, and
technical parts of the system have to be anticipated.

Anticipatory governance, which has its roots in science and
technology studies [17], administration and management [7], and
environmental studies and policy [15], can be defined as the societal
capacity to sense, synthesize, and act on a diverse set of signals,
trends, and drivers to manage an emerging technology [17, 44].
This form of governance is proposed as a means of governing emer-
gent technologies characterized as being both “high stakes and high
uncertainty” for their likely use cases, and deliberately integrates lo-
cal contexts, diverse knowledge systems, and interactions between
social and technical systems of relevance to the technology being
governed in its process [42].

The integration of AI in nuclear facilities represents the integra-
tion of two classes of technologies that may in their own right meet
the “high stakes and high uncertainty” characteristics mentioned
above. Appropriately identifying how to predict and manage future
problems resulting from the integration of AI in nuclear contexts
is therefore urgent — particularly when considering the possible
significant expansion of the use of nuclear energy around the world
driven, in a circular way, in large part by the energy needs of AI
models themselves. At the last two COP conferences over 30 coun-
tries committed to tripling nuclear capacity by 2050 [1, 14] (over
and above the 400+ nuclear reactors that operate around the world
today and the 60+ reactors under construction). An anticipatory
system of governance is needed to navigate the potential risks and
uncertainties of large-scale use and adoption of AI across an ex-
panding nuclear sector. To demonstrate this, we will: discuss how
AI is already being used or researched in the sector; define and
explain the safety, security, and safeguards implications such work
poses; briefly discuss how AI regulation in safety-critical sectors
(including the nuclear industry) are being discussed; and present
our argument and approach for employing an anticipatory gover-
nance approach — to be supported by an AI observatory similar to
that proposed in [20] for genome editing.

2 AI in the Nuclear Sector
The adoption of AI in the nuclear sector is proceeding at a rapid
pace and largely in the absence of any frameworks or processes
of governance [27]. Though the necessity of AI governance in the
nuclear sector is recognized by nuclear safety regulators [8], few
concrete measures have yet to be taken to create such governance.

To our knowledge, the most significant guidance on AI governance
in the sector comes from the US Nuclear Regulatory Commission
(NRC), which has created an artificial intelligence strategic plan [27]
that establishes a typology of automation and potential implications
of regulatory oversight. In its strategic plan, the NRC recognizes the
need to improve its own readiness for regulatory decision-making,
creating an organizational framework for reviewing AI applications,
building an AI-proficient workforce as well as building external
partnerships.

Careful steps forward are crucial; while guidance from other
safety-critical sectors exists, past nuclear accidents have already
demonstrated the gravity of any failures in the industry, even in
cases with no lives lost [23, 37]. Comparably, the bar is significantly
higher in the nuclear industry than it is in other industries, which
has contributed to the conservative and highly regulated nature of
the industry to date.

The regulatory discussion reflects broader discussions about the
applications of AI in the field. While AI has been identified as im-
portant for helping the industry modernize [18], several historical,
technical, and business barriers to AI adoption in the nuclear sec-
tor exist [18, 24] that must be addressed for the industry to move
forward.

This is due in large part to the slow pace of regulation in the nu-
clear sector as well as the ever-evolving and changing landscape of
possible applications of AI in nuclear engineering research, reactor
design, operations, and maintenance. AI models are being applied,
for example, in materials discovery and simulation of materials
performance in radiation environments [12, 34] ; the design and
optimization of many reactor systems and components, including
reactor cores [4, 38, 45]; development of schemas for autonomous
reactor operation with significant reduction or elimination entirely
of human operators [43]; and planning of maintenance and down-
time for operating reactors [16]. Not included in this list is the
increasing use of generative AI by researchers, practitioners, and
students in their daily work (such as the analysis of data, writing
or summarization of technical reports, etc) in ways that are not
well-documented or understood but which may have significant
consequences for nuclear energy systems indirectly by influencing
the rigor and attention to detail. ChatOPG (co-developed by On-
tario Power Generation and Microsoft — as discussed in [53]) is an
example of how such tools are being adopted in the industry. Many
universities (including the University of Michigan) have created
bespoke generative AI tools that are frequently used by students
and faculty alike as part of their daily work.

The rapid embedding of AI in research and work in the nuclear
sector has, in the absence of governance, the potential to compro-
mise the safety, security, and safeguards (‘3S’) of these technologies,
as defined below. We will discuss the ‘3S’ factors and their impor-
tance, which we will then draw on to explain the need to create an
adaptive, anticipatory form of governance for the sector.

3 Safety, Security, and Safeguards
In the nuclear industry, the potential impact of any AI-enabled
addition to a nuclear facility can be assessed in terms of the tech-
nology’s likely impact on the ‘3S’ considerations – safety, security,
and safeguards. Drawing from [3, 52], Safety focuses on ensuring
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Figure 1: Adapted from [52]. Nuclear technologies are com-
plex, as are many AI technologies. Integrating AI therefore
requires careful consideration of ‘3S’ impacts.

that operating conditions prevent accidents, mitigate accident con-
sequences, and protect workers, the public and the environment
from the risks of unintentional releases of radiation; Security refers
to protections designed to prevent intentional radiological releases,
theft through unauthorized access to nuclear facilities; and Safe-
guards is the prevention, primarily through materials accountancy,
of (explosive) military use of nuclear technologies, either by states
or terrorist organizations.

These ‘3S’ considerations can be thought of as distinct values
that must be upheld in the nuclear industry to support continued
operation, and are often regulated by different local, state, national,
and even international bodies. However, the ’3S’s are interlinked,
sometimes in complex and even contradictory ways [52] — as il-
lustrated in Fig. 1. This makes managing such challenges an act of
constant vigilance — and as argued in [52], suggests a need for an
“all-hazards” definition of safety in the sector.

We placed AI at the center of Fig. 1 because some forms of AI
add complexity to a system, and also may bring in an additional
temporal dimension (through training data or design decisions)
that are not always straightforward to manage. Sub-symbolic AI,
for instance, describes a diverse suite of computational models that
use statistical approaches to learning based on data and encom-
passes approaches such as reinforcement learning, artificial neural
networks, swarm intelligence, and self-organizing maps. In nuclear
systems, the use of such tools in a range of applications (as direct or
indirect integrations within the broader nuclear ’system’) can make
‘3S’ challenges harder to identify and manage. This suggests the
AI model creation pipeline should be considered in assessments of
‘3S’ impacts across the nuclear facility lifecycle, because everything
from the data used to train the models, to the quality control and
assurance approaches used to verify the tool or technology can
shape AI performance in nuclear contexts.

While formal verification methods for forms of AI exist, these
methods have limitations [28]. The extent to which AI is being

integrated into such facilities – e.g. to reduce human workforce
requirements [18] or create digital twins [46] – mean that some
applications may not lend themselves well to formal verification.
In particular, human verification or oversight is often used to en-
sure appropriate performance of such systems [8], which means
human-factor considerations and questions around how to fos-
ter and maintain appropriate trust in such AI integrations shape
whether verifiable AI systems appropriately fulfill their intended
purpose in practice. AI systems that impact ‘3S’ considerations
in complex ways can ease workloads, but can also add to the al-
ready significant toll on human workers in the nuclear industry,
particularly in light of the fact that such workers have long been
considered an essential safety system in nuclear plants [37].

3.1 The relationship between nuclear systems,
other safety-critical fields, and existing AI
regulatory approaches

The nuclear industry is one of a number of highly-regulated “high-
hazard” industries (e.g. aviation, oil and gas, medicine, defense) that
are grappling with whether, when and how to use AI in their sectors.
These industries each have distinct regulatory approaches that pre-
date the introduction of AI, and those pre-existing structures tend to
influence how AI governance is being enacted. However, there are
some shared approaches that are relevant across some industries. In
particular, safety cases — which in part classify plant components
according to their relevance to safety, provide an extended analysis
of a given plant design as relevant to regulatory requirements,
and are meant to discuss a licensing discussion with a regulator —
are used in nuclear, automotive, and aviation industries. Limited
examples of work designed to address AI using safety case analyses
for such sectors exist in the literature (e.g. [5, 41]). Such work is
very limited in scope, is challenging to extend, and in both of the
cited examples, is based on hypothetical AI-enabled systems. It also
parallels a discussion (coming out of the UK AI Safety Institute)
about extending safety case analyses to ‘frontier AI’ (see [6]). This
literature leaves unanswered questions, and suggests the level of
certainty required for nuclear applications in particular will pose a
challenge using traditional safety case approaches.

4 What is anticipatory governance?
An anticipatory system of governance treats the technological sys-
tem in question as a sociotechnical system, and has participatory
and futuring elements to it that are designed to make room for
contribution from diverse perspectives and knowledge systems and
plan across long timescales. The approach consists of five main com-
ponents: hindsight, insight, topsight, prescience, and engagement
[13, 17], each of which are defined as follows: (1) Hindsight calls
for a historically grounded understanding of the emerging technol-
ogy being considered, including an awareness and knowledge of
analogous technologies and their governance, which may offer a
set of ‘better practices’ to emulate; (2) Insight is a knowledge of the
intentions, biases, and assumptions of the actors seeking to govern;
(3) Topsight is a knowledge of how the emerging technology being
considered interacts with and is enmeshed with other technologies
and their systems of governance; and (4) Prescience can be thought
of as an “attunement to weak signals that faintly hint at what is
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possible” [13] and in the context of an emerging technology such
as AI (specifically in the nuclear sector), the weak signals that point
to possible futures can take the form of extrapolations from active
areas of research and inquiry to their potential applications in in-
dustry. This leads to (5) engagement, which calls for understanding
not just the expert imaginaries for an emerging technology but
also more widely held sociotechnical imaginaries [21] including
specifically the hopes, fears, and concerns surrounding an emerging
technology across different publics [30].

Anticipatory governance has been applied or has been attempted
in a number of circumstances, including national security and
intelligence[11], climate change [39], and a broad range of emerging
technologies including self-driving cars, solar geoengineering, and
carbon sequestration [22]. The latter set of emerging technology
examples have not created entire systems of governance but have
instead, in a one-off manner, sought to create the public engage-
ment component of the governance system through participatory
technology assessments. Significant variation across applications of
anticipatory governance is also seen in the intent behind creating
the system of governance [35] :

Risk reduction: Some efforts may be motivated by scoping possi-
ble or even plausible futures to carry out strategic planning, reduce
risks, and navigate uncertainties.

Democratic futures and co-creation: Another possibility is that
anticipatory governance may be used to create more pluralistic
futures through societal mobilization and co-creation of alternatives
(relative to the extant trajectory).

Interrogating visions of preferred futures: Yet another possibility
is that anticipatory governance may be used to uncover how so-
ciotechnical imaginaries (collective visions of preferred futures) are
effectively ‘performing’ such futures. These imaginaries and the
way they are performed [29], once uncovered, can be interrogated
and corrected.

Different actors and organizations participating in an anticipa-
tory system of governance may be motivated by different consider-
ations. For the specific case of building an anticipatory system of
governance for AI in the nuclear sector, the aspiration should be to
build a system responsive to each intent, but especially the latter
two as the current trajectory of AI in the nuclear sector is purely
technocratic and is almost certainly driven by a vision of nuclear
facilities that no longer require a human safety component.

4.1 Why Anticipatory Governance of AI is
needed in the Nuclear Sector

As noted above, anticipatory governance of AI is needed in the
nuclear sector because of the far-reaching implications on safety,
security, and safeguards, particularly when the potential risks and
uncertainties of large-scale use and adoption of AI across an ex-
panding nuclear sector are considered. Of equal importance is the
need to interrogate where, how, and why AI is being used across
the nuclear energy technology life cycle, how much of that use (or
expected use) is driven by behaviors shaped by preferred future vi-
sions, and to explore whether a more socially informed, co-creative
assessment and adoption of AI is possible. These concerns, though
enumerated in the context of the nuclear sector, apply perhaps

broadly to a range of technology sectors using AI (and perhaps
even to the development of AI as a whole).

5 Towards a framework of anticipatory
governance for AI

What might an anticipatory form of governance for AI for the
nuclear sector look like?

As noted, hindsight, insight, topsight, prescience, and engage-
ment can be thought of as the building blocks of a system of an-
ticipatory governance. Some preliminary features of each of these
sub-systems in the context of the nuclear sector are described be-
low:

Hindsight: The history of regulation in many sectors, includ-
ing in the nuclear sector, has been marked by regulatory capture
—- occurring as a result of insufficient organizational, regulatory,
financial, and legal separation of the regulator from those who
seek to develop and promote the technology or sector in question
[9, 50]. Given the significant negative consequences of maladapta-
tion of AI in the nuclear sector, great care must be taken to prevent
capture of an anticipatory system of governance while ensuring
those who govern are equipped with the tools, skills, and people
to do so. Notably, in the nuclear sector, it is important to under-
stand who possesses skills at the intersection of nuclear science
and engineering and AI, and should gaps or skill asymmetries exist,
reserves of these skills must be built within independent systems
of governance. The distribution of these skills as well as gaps are
not well documented.

Insight: Insight is needed in how AI is being used across the
nuclear technology sector in the first place. As described at the
start of this paper, the uses of AI in nuclear work are many, ever
expanding, and not well-documented. At a minimum, declarations
of AI use must be required not only as part of the peer-review and
publication process (as is now standard practice) but also across
every aspect of work in the nuclear sector. These declarations are a
starting point. In addition to or as part of the declarations, it is cru-
cial to understand the intention and motivation behind embedding
AI in nuclear work. This work can be done by creating a nuclear AI
observatory (or more broadly, an observatory [20] of AI embedding
in high hazard and consequence technology sectors).

Topsight: Nuclear technologies are complex systems in and of
themselves and they are enmeshed with still other complex systems
such as the power grid (and soon potentially coupled directly with
industrial users). Across these levels of sociotechnical systems and
sub-systems, it is important to anticipate and explore how AI inte-
gration alters existing or creates new risks and modes of failure and
build in failsafes in safety-critical systems in particular. Eliminating
or significantly reducing human presence in these systems, while
reducing the potential for human error, also reduces the possibility
of human improvisation and ingenuity which have proven to be
significant factors in preventing initiating events from snowballing
into accidents and safety improvements overall [36].

Prescience: Beyond anticipating risks and modes of failures
resulting from AI integration in nuclear work, it is important to
also anticipate how the integration of AI in the nuclear sector
alters the very nature of nuclear work and which futures we are
working towards. For example, it is important to understand how
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the integration of AI in nuclear energy research, design, regulation,
and operations changes the daily work of nuclear professionals,
their engagements with each other, and the extent to which they
verify the outputs of AI models they or others work with.

Engagement: Most importantly, each aspect of the system of
anticipatory governance must be informed by the values of the
publics (plural). What preferences, hopes, fears, and concerns does
the public have concerning the embedding of AI in the nuclear
sector? These perspectives can be investigated through an ongoing
program of sociotechnical assessment [49] and co-creation with
publics.

6 Establishing an observatory and anticipatory
system of governance for AI in the nuclear
sector

In the next phase of this work, we seek to create an AI nuclear
observatory to seek answers to the questions underlined above
as well as to observe and assess the implementation of anticipa-
tory forms of governance in the nuclear sector on a small scale
across several sites where nuclear work is done before larger, more
systemic implementation.

This work of creating the nuclear AI observatory will begin with
a documentation of the uses of AI in the nuclear sector through
an annual survey which will be disseminated internationally to re-
searchers, practitioners, regulators, and students. We acknowledge
that novel applications of AI are emerging and may be considered
proprietary by their developers. Where this is the case, we will
ask respondents to describe their inventions in broad terms wher-
ever possible. We will solicit interview participants through the
survey as well as our respective professional networks in the US
and in Australia. The survey data and analyses of the interview
findings will be hosted on a website that will be the digital home
of the nuclear AI observatory, which, taking inspiration from the
Global Observatory on Gene Editing, will serve as a universal clear-
inghouse for information on AI in the nuclear sector. In addition
to data and information on AI adoption in the nuclear sector, the
Observatory will also host resources on AI and nuclear energy,
intended for a general audience. We will also regularly monitor the
regulatory and policy developments on AI in the nuclear sector and
post these on the observatory website along with opinion, analysis,
and news pieces. We will hold periodic workshops to bring together
AI experts, nuclear experts, and members of the public. The pur-
pose of these workshops will be to elicit perspectives from each
group on the potential benefits, risks, and harms arising from the
embedding of AI in the nuclear sector. Each of these workshops will
also initiate preliminary discussions on the question of norms and
practices governing AI adoption, and more broadly, the contours of
an anticipatory system of governance. The final set of workshops
will focus on these questions in detail with the aim of generating
consensus-based norms for AI adoption and measures for opera-
tionalizing anticipatory governance. Recognizing, as noted above,
that not all participants will be able to openly share their work on
AI in the nuclear sector, we will explore the creation of processes
(including a confidential review board) that provide recommenda-
tions and produce summaries of trends for AI uses that cannot be
disclosed publicly.
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