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Abstract
With the rise of AI projects in the public sector, more and more
members of the general public have started to take a stance on
these projects. Are these “AI for Social Good” projects worth the
public investment? Should AI even be considered as a solution to
problems of public interest? These are AI governance questions that
the public may look to answer and have their voices heard. In this
work, we propose to adopt the policy analysis process framework
to analyze public AI projects. We describe how the framework can
be applied in this context and highlight challenges that people
may face in the process, which we translate into HCI/AI research
opportunities.

CCS Concepts
• Social and professional topics → Government technology
policy.

Keywords
AI for Social Good, Responsible AI, AI governance, Civic Engage-
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1 Introduction
In September 2024, California governor Gavin Newsom announced
that the state would explore the use of generative artificial in-
telligence (AI) to address homelessness, a challenging issue in
California[20]. This announcement received backlash from many
social media users. With comments such as “generate some homes
dude,” and “how could AI possibly help? Just give people houses,” these
people urged their government to focus its attention on building
affordable housing and introducing rent control policies, instead of
funding AI developers[11].

From this example, it is clear that projects aiming to solve prob-
lems of public interest, what we may call “AI for social good”
projects, could be met with public disapproval. Well intentioned AI
projects may also lead to bad outcomes. Which public AI projects
are worth public investment? Should the government even consider
exploring AI solutions in certain contexts? These are governance
questions, as the management and allocation of limited resources
(e.g., taxpayers’ money) is an integral part of governance. More
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Figure 1: Policy Analysis Process by Patton et al. [23], based
on the Classical Rational Problem-Solving Process.

specifically, these are AI governance questions that must not be
overlooked. To help answering these questions, we propose to apply
the policy analysis process framework proposed by Patton et al.
[23] which guides the process of identifying and evaluating policies
or programs that are intended to lessen or resolve social, economic,
or physical problems. The framework decomposes policy analysis
into 6 steps as illustrated in Figure 1: i) verify, define, and detail
the problem, ii) establish evaluation criteria, iii) identify alternative
solutions, iv) evaluate solutions, v) display and distinguish among
solutions, and vi) monitor the implemented solution.

By reasoning through these steps, we surface challenges that
people, especially non-expert citizens, may face in the process of
analyzing public AI projects.We then translate these challenges into
opportunities for HCI and AI researchers interested in supporting
this process and in supporting citizen involvement.

2 Related Work
2.1 Policy Analysis and Citizen Involvement
Policy Analysis and Citizen Participation Policy analysis is defined
as “the process through which we identify and evaluate policies or
programs that are intended to lessen or resolve social, economic, or
physical problems.” [23] Policy analysts are often third-party con-
tractors, external to the agency trying to make policy decisions,
because it is often believed that they are more objective, therefore
leading to better analysis. As a result, policy analysis usually only
involve decision-makers and professional analysts that they hire.

https://doi.org/10.1145/nnnnnnn.nnnnnnn
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This approach to policy analysis has been criticized for not only
failing to solve social problems but even contributing to them [19].
Citizen participation to policy analysis is believed to be the better
way forward, as it allows the analysis to i) take into account citizen
knowledge and ideas on public issues, ii) build public support for
final decisions, and iii) build a relationship of collaboration and
trust between decision-makers and the public [7]. Unlike for con-
ventional policy analysis, where success is measured by the extent
to which objectives are achieved, this approach to policy analysis
emphasizes whether balance is found among competing interests
and whether consensus is reached on appropriate actions forward.

Citizen participation can come in different forms, which Cogan
et al. [6] categorize as follows:

• Publicity: promoting a certain policy or program to persuade
and gather public support.

• Public education: present complete and balanced information
so that citizens can draw their own conclusions about the
policy/program.

• Public input: solicit ideas and opinions from citizens, ideally
coupled with a feedback mechanism that informs the public
about how their input has shaped the final decision

• Public interaction: citizens, policy analysts, and decision
makers interact with each other, allowing for an exchange
of ideas that contributes to a consensus.

• Public partnership: citizens have a formalized role in shap-
ing the ultimate decisions, becoming in some way decision-
makers themselves.

Citizen participation can also be performative, not actually in-
volving stakeholders in a genuine and meaningful way. Arnstein’s
“ladder of citizen participation”[1] is a framework that helps to
assess how much agency and control is given to citizens:

(1) Manipulation: people are lied to about e.g., project goals in
order to secure public approval;

(2) Therapy: experts focus on “fixing” people’s beliefs;
(3) Informing: an unidirectional information flow to the public;
(4) Consultation: a bidirectional information flow, but people’s

views might not be taken into account;
(5) Placation: decision-makers create advising committees of

citizens with minimal authority;
(6) Partnership: negotiation between citizens and decision-makers

provides citizens with more power;
(7) Delegated Power: citizens has dominant power;
(8) Citizen Control: citizens are in complete control of the project.
We will draw from this body of prior work when imagining dif-

ferent ways citizens could be involved in the decision about whether
AI-based solution should be implemented to address problems of
public interest.

2.2 AI in the Public Sector
AI use in the public sector, often grouped under the terminology
of “algorithmic decision-making”, spans many domains, such as
child welfare, public housing, public health, and law enforcement.
Prior work examining public AI have focused on issues around
trust. For example, Brown et al. [5] study prediction tools deployed
by child welfare agencies to predict child safety risk, suggesting
cases for authorities to investigate. They organized workshops to

learn about the concerns of communities affected by the use and
development of these tools and outline future directions aiming to
raise people’s comfort. For example, they recommend future devel-
opment effort to model “success” factors (e.g., parents having stable
income) instead of only focusing on modelling “failure” factors (e.g.,
parents having criminal records). Drobotowicz et al. [10] seek to
answer the same research question, conducting interviews about
the use of AI in public services that i) make decisions about access
to housing, ii) make mental health prediction, iii) assess education
impact on children, or iv) detect financial fraud in social insurance
organization. They surface requirements citizens have for trustwor-
thy AI services in the public sector, such as transparency about the
AI process in order for citizens to make informed decisions, and
justification as to why AI is used in public service (i.e., “What is
the reason for using AI in the public service?”)

2.3 Participatory AI
Participatory AI generally refers to when participatory designmeth-
ods are applied to AI development cycle. For example, the training
data for an AI model could be labeled by a specific stakeholder
group with the goal of creating a model that is aligned to this
group’s views or preferences.

Like for participatory design in other field, participatory AI also
run the risk of being performative. Corbett et al. [8] employed
Arnstein’s “ladder of citizen participation” framework (Section 2.1)
to assess how much agency and control is given to participants
in participatory AI projects. Using this framework, the authors
analyzed 21 participatory AI papers and found that most work only
informs or consults (rung iii and iv on the metaphorical ladder).
As an example of an AI project where participants are in complete
control (highest rung on the ladder), Nekoto et al. [18] conducted
participatory research, where individuals involved in the research
don’t necessarily have formal research training, to develop machine
translation systems for African languages. The project starts with
the premise of developing the systems, although this goal stems
from participants’ needs and not imposed through some external
authority. Participatory AI projects tend to focus on how to use or
develop AI. The decision about whether or not to use or develop AI,
which is the topic of interest for this work, is generally out of the
scope of these projects.

3 Policy Analysis Process for Public AI
We propose to reflect about public AI projects by following the
policy analysis process framework proposed by Patton et al. [23]
(illustrated in Figure 1). For each step in the framework, we first
describe it, then discuss how it applies to analyze public AI projects,
and finally outline challenges that people may face at this step,
especially focusing on citizen involvement.

Step 1. Verify, define, and detail the problem.
The first step in the policy analysis framework is to characterize
the problem that we are trying to solve, which includes i) verifying
whether the problem actually exists, ii) determining the extent and
magnitude of the problem and iii) determining the stakes and the
stakeholders involved.We believe that this must also be the first step
when analyzing proposals of using AI to solve a problem. Under the
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view that AI should not be considered the unquestioned solution
to every problem, it is important to reflect about the compatibility
between AI and the problem at hand: what about the problem that
makes AI a promising solution? There should be a clear justification
as to why AI is being considered as a solution in the first place.

To answer this question, we also need clarity about the “AI” that
is being considered as a potential solution: does the project involve
prediction based on historical data, or does it only deliver insights
about the data? Is it generative AI deployed on government employ-
ees’ computers, or AI-powered robots automating physical tasks?
Different methods have different strengths and limitations, yet “AI”
is often an overloaded concept that obfuscates those differences. It is
thus important to have transparency about the exact methodology
being proposed.

Challenges and Opportunities. Citizens funding and being im-
pacted by the potential use of public AI systems are naturally stake-
holders who should be involved in characterizing the problem that
the systems aim to solve. Ideally, the involvement would take the
form of a “public interaction” where citizens and decision-makers
can arrive at a consensus via exchange of views and ideas. Before
that, however, there is an initial hurdle that is the lack of knowledge
and engagement about the problem at hand.

This challenge is common to the analysis of any public project,
regardless of whether AI is involved: e.g., the public may not know
nor care enough about the issue of homelessness in their community.
Additionally, specifically for when AI is involved, the public may
not know enough about the “AI” that is being considered as a
solution. Improving civic education (including AI literacy) would
help overcome these challenges.

In HCI, the field of digital civics has been studying how to better
support civic education and engagement through digital technolo-
gies [16, 22, 24, 29]. For example, Peacock et al. [24] explored using
digitally-supported walks and online discussion platforms in order
to increase civic engagement of children in urban design. Similar
efforts exist for AI literacy [4, 15]: Lee et al. [13] explored using on-
line workshop sessions so that middle school students can become
informed citizens and critical users of AI.

Step 2. Establish evaluation criteria.
The second step is to establish criteria that allow us to compare
between proposed solutions or determine when a proposed solu-
tion is acceptable. These criteria are then to be operationalized
as measures, which are used to evaluate and select amongst pro-
posed solutions. Policy analysts commonly measure criteria such
as cost, effectiveness, administrative ease, legality, and political
acceptability. It is also important to identify which criteria are the
most relevant to various stakeholder groups of the project, so to
determine which criteria are central in the analysis. This step is
done early in the analysis process so to avoid rationalizing preferred
solutions (i.e., picking the solution and then conducting evaluation
in a way that justifies it).

The established evaluation criteria should cover intended bene-
fits, as well as costs and risks. When it comes to intended benefits,
they are often the most advertised aspect of a project, but they can
be vaguely described, making it difficult to later verify whether
the project achieved its goal. For example, instead of simply “this

project aims to reduce the homeless population in California”, we
should obtain more clarity about the exact goal: by howmuch do we
want to reduce it by? How exactly would the homeless population
be benefiting? As for costs, for an AI project, we could aim to mea-
sure criteria such as computational resources required to develop
the system, as well as the environmental impacts of running the
system. Finally, for risks, a myriad of potential negative impacts
could be relevant: privacy risks (e.g., to people whose data is used
for training or inference), social biases being perpetuated (e.g., by
system performing prediction based on historical data), and more.

Challenges and Opportunities. This step involves many choices
that encode people’s values. For example, we may aim to measure
biases in system decisions because we value fairness. As a result, it
is important to make sure that the system evaluation reflects the
values and the concerns of the public (i.e., at least requiring “public
input”). Here, we could adopt and improve participatory design
practices such as value-sensitive design for AI systems [25, 30].
One core component of value-sensitive design involves conducting
conceptual investigations: eliciting values from stakeholders and
conceptualizing them to later conduct empirical evaluation.

Step 3. Identify alternative solutions.
Having characterized the problem and identified relevant evalua-
tion criteria, policy analysts are better prepared to find or create
alternative solutions to consider in the analysis. Note that inac-
tion, i.e., maintaining the status-quo, is sometimes worth being
considered as a promising“solution”.

In the motivating example of using AI to address homelessness,
many social media users urged the government to build shelters and
provide affordable housing through stricter rent control — solutions
that have been long advocated for and that are not centered around
AI. If such alternative solutions exist, or even better, are shown to
work, then they should not be overlooked by governments in order
to blindly pursue AI solutions. Inmapping out the space of solutions,
whether they involve AI or not, we can also better compare them
against each other and make a more sensible judgment.

Opportunities. This is not to say that there is a dichotomy be-
tween AI and these non-AI alternative solutions. Quite the opposite:
they can work in concert. For example, Umbrello and van de Poel
[26] developed a machine learning system to detect tenants vul-
nerable to landlord harassment in New York City, so to prioritize
the city’s outreach efforts to inform tenants of their rights and
assist them. The main policy is the rent-stabilization policies that
the city adopted, with the system playing a supportive role. Ex-
ploring alternative solutions can thus be a source of inspiration
and opportunities for HCI researchers and AI practitioners: instead
of “solving” a problem with AI, can we better support existing
solutions?

Step 4. Evaluate solutions.
The most vital part of the framework is to evaluate solutions: to
what extend does each candidate solution satisfy the evaluation
criteria defined in Step 2? This requires operationalizing these
criteria. It is the nature of the problem and the specified evaluation
criteria that will inform the choice of evaluation methods: policy
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analysts are encouraged to avoid the “toolbox approach” where
they apply their favourite (or most familiar) method to tackle any
criteria. When it comes to evaluating AI systems, negligence in
evaluation risks resulting in the deployment of systems that are
ineffective and even harmful.

We see two possible scenarios. First, some evaluation may have
already been conducted. For example, when AI developers present
existing products to be purchased for public use, they might show
existing evaluation results and information about their evaluation
process. We must then determine whether these results support the
effectiveness and safety of the AI system. These existing results may
not generalize to cover the specific context of the problem at hand,
especially if these results come from “general-purpose” benchmarks,
commonplace in the AI field. Second, assuming that there is no
existing evaluation results that are informative and useful for our
purposes, we must conduct contextualized evaluation.

Challenges and Opportunities. The above two scenario converge
to one thing: the need to improve AI evaluation practices to deliver
useful information about the performance of AI system in specific
contexts. AI evaluation is an active area of research. One particular
challenge is the aforementioned difficulty in mapping evaluation
results from established methods (e.g., “general-purpose” bench-
marks) to systems’ real world behaviors and impacts [14, 27]. Many
initiatives aim to bridge the field of HCI and AI-related fields, for
instance, the field of natural language processing [3, 28]. These
initiatives encourage the development of evaluation methods that
better reflect systems’ real world performance, by taking inspira-
tion from evaluation practices in HCI. These research communities
could thus provide great opportunities for HCI researchers to col-
laborate with AI practitioners.

Public auditing interfaces could also better involve the public
in system evaluation by allowing people to examine and critique
outputs of AI systems deployed in their communities [9, 12]. For ex-
ample, Lam et al. [12] designed a public auditing framework where
end-users label a small amount of system outputs, which are used
to create personalized metrics to conduct a complete audit. This
line of work facilitates the process of auditing, possibly allowing
for citizens to conduct audits independently.

Diversity in expertise. Note that some criteria of interest might be
unfamiliar to AI and HCI experts, or out of the scope of computer
science altogether. For example, if political acceptability is a key cri-
teria specified in Step 2, then this current step may require experts
from political science. Needless to say, the evaluation methods for
alternative solutions most likely require other expertise.

Step 5-6. Select and monitor the implemented
solution.
Steps following the evaluation involves presenting the evaluation
results so decision-makers can select the solution to implement,
and to finally monitor the implemented solution to make sure that
it achieves the intended goal. What are plans to ensure that the
implemented solution has and keeps having the intended positive
impacts that it aims to have, to decide when and whether the so-
lution should be paused, modified, or terminated? Negligence in

this last stage makes it so that the public cannot hold decision-
makers and AI developers accountable for the broader impacts of
the project.

Current efforts to track the impacts of deployed systems include
BLIP [21] and the AI Incident Database [17]. BLIP (which is not
specific to AI) uses online articles reporting negative impacts of
technology and categorizes them in an interactive web interface.
AI Incident Database groups publicly available incident reports
(documents from the popular, trade, and academic press), acting as
a “collective memory” of AI development and deployment failures.
Future work in this direction could explore how to track public
AI (e.g., collecting information from government documents) and
whether/why implemented AI solution succeeded or failed.

4 Conclusion
Discussion surrounding AI governance often revolves around laws
and other regulatory measures. In this work, we bring attention
to an aspect of governance that can be often neglected — public
projects involving AI. We propose to adopt existing framework in
policy analysis to reflect about these projects, and suggest some
HCI research directions that could support this process.

We have focused on highlight technical solutions, but we ac-
knowledge that significant institutional changes may be needed in
order to have genuine citizen participation in decisions surrounding
public AI, for example, when local councils are uncooperative and
unwilling to involve citizens in decisions (regardless of whether
AI is involved). In this scenario, citizens could choose to engage
in “illegitimate” civic participation (i.e., activism outside of formal
political and institutional channels). Information communication
technologies play a significant role in shaping this form of civic
participation [2] — a promising direction for HCI researchers. Our
work is further limited by our assumption that public AI projects
stem from good intentions in the first place (i.e. “AI4SG”). We must
contend with the fact that governments may have ulterior motives
and use the label of “AI4SG” as a shield against criticisms. It may
be worth examining what are the harms of labelling a project so.
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