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Abstract

This position paper addresses the importance of involving diverse
stakeholders in the development and auditing of Al systems to
improve fairness and social acceptability. We review existing studies
and identify challenges related to the needs of various stakeholders
and the mitigation of biases arising from uneven or manipulated
user feedback. Based on them, we highlight key challenges that
require further research by mentioning ongoing work to enable
stakeholders to provide feedback and audit AI models.

CCS Concepts

« Human-centered computing — Collaborative interaction; User
models; Computer supported cooperative work.
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1 Introduction

In the design and auditing processes of Al systems, involving a
diverse range of stakeholders—such as developers, regulatory au-
thorities, users, and civil society organizations—has become widely
recognized as critical for integrating different values, reconciling
interests, and ensuring social acceptability [5, 13, 21]. Al systems
are deployed across various domains, including healthcare, finance,
and facial recognition. On the other hand, issues of discrimination
and unfairness caused by Al technologies are increasing. Because
socially vulnerable groups are most affected by negative outcomes
and are rarely included in AI decision-making [13], their unique
needs and constraints often go unrecognized [5]. This omission can
embed biases into the models, undermining efforts to address dis-
crimination and unfairness. Consequently, users may lose trust in
the system or refuse to adopt the technology altogether [21, 22]. In
this position paper, we discuss challenges in developing frameworks
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and tools that facilitate the participation of diverse stakeholders in
Al development and auditing with the goals of ensuring stakeholder
representation, strengthening audit effectiveness, and enhancing
the social acceptability of AL

2 Needs for Multi-stakeholder Participation in
Al Governance

In the context of Al governance, measures are required to incorpo-
rate the views of multiple stakeholders. In a study analyzing Al im-
plementation in the public healthcare sector, Sun and Medaglia [21]
found that three stakeholder groups, government policymakers,
hospital administrators/physicians, and IT company managers, each
identified distinct concerns. They concluded that the lack of a com-
mon problem awareness and conflicting interests impeded success-
ful Al introduction [21]. Conflicts among the public’s right to Al
transparency, corporate intellectual property protections, and the
privacy of data subjects have also been highlighted [11]. Excessive
auditing may expose Al system vulnerabilities [3], while data dis-
closure poses privacy risks [24]. Keller et al. [11] documented cases
in which the overuse of trade secrets by companies obstructed Al
transparency, arguing that a framework that allows civil society
organizations and independent oversight bodies to engage actively
in discussions can protect audit objectivity and prevent hidden
malpractice. Hence, successful Al adoption calls for governance
mechanisms that promote collaboration among diverse stakehold-
ers, facilitating the harmonization of different viewpoints.
Furthermore, studies highlight that the direct participation of di-
verse stakeholders in Al decision-making is beneficial. Lee et al. [13]
established a computational model that incorporates stakeholder
values and uses proxy voting, resulting in enhanced perceptions of
fairness in decision-making and increased trust in the algorithm,
suggesting improved social acceptance. Deng et al. [6] found that
allowing users to engage in auditing increased opportunities to
identify bias and errors in generative Al, enabled more timely de-
tection of problems, and facilitated easier corrections based on user
feedback. From these findings, involving diverse stakeholders in Al
development and auditing processes can yield multiple benefits, in-
cluding identifying problems from various perspectives, reconciling
stakeholder interests, and strengthening social acceptance.
Several studies have proposed frameworks for involving diverse
stakeholders in Al For example, Human-in-the-loop (HITL) sys-
tems are designed to involve human feedback in AI model devel-
opment, allowing iterative refinements based on user input [18].
These systems rely on visual interactive tools to help users recog-
nize and mitigate biases in Al models by refining causal structures
and addressing unfair causal relationships [7, 22]. However, build-
ing Al auditing frameworks involves addressing multiple issues.
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Figure 1: Interactive System Annotation Screen: This interface consists of three main components: (1) a dataset table for a
credit card default scenario, (2) interactive buttons that allow users to annotate their decisions on the AI model’s output, and (3)
a performance and fairness metrics monitor that updates in real time based on these annotations.

A key requirement is providing each stakeholder group with the
right level of information, tailored to their knowledge and concerns,
so they can make informed decisions [14]. Individuals without a
technical background often struggle to fully grasp Al systems’ in-
ternal workings and may find it challenging to make informed
judgments [1].

Thus, creating interpretable, interactive interfaces accessible
to non-experts is essential [16]. The degree to which each stake-
holder’s opinion should be reflected is another key question. Stud-
ies on annotation-based Al auditing highlight that majority views
can overshadow minority perspectives [13], and new methods are
being explored to ensure more equitable representation [8]. Addi-
tionally, human feedback can introduce subjective biases [19] and
may compromise fairness metrics. Taka et al. [22] demonstrated
that annotation-based user feedback could worsen fairness scores if
users focus on personal criteria, such as economic indicators, over
accepted fairness norms. These findings underscore the difficulty
of embedding fairness in Al while balancing individual input. Mali-
cious actors may also exploit participatory approaches via data poi-
soning to manipulate outputs in ways that disproportionately affect
certain groups [9]. Even a limited number of adversarial contribu-
tors can significantly degrade model accuracy in federated learning
environments [23]. Integrity attacks, such as altering features or
mislabeling data, can yield incorrect predictions and compromise
auditing processes, including annotation-based feedback [10].

3 Challenges and Future Work

Building on this background, developing interactive tools that in-
corporate stakeholder feedback requires identifying the outcomes
users expect from Al models and minimizing the risks of biased or
strategically manipulated inputs. Previous research includes design-
ing user interfaces that enable end users to evaluate the fairness of
Al-based loan-screening models [16], interactive Al evaluation Uls
aimed at reconciling fairness demands from both users and data

scientists [15], and tools for stakeholders to provide direct model re-
training feedback via annotations [22]. Additionally, a framework in
which stakeholders provide feedback to facilitate AI model auditing
and refinement [17] and a method for gathering user preferences
regarding key metrics and, from multiple Al models, selecting the
model that achieves the highest overall preference score [25], and
the way of examination how different stakeholders hold preferences
across multiple metrics and explored a preference-based method of
defining stakeholder groups [26] have also been proposed.

Based on the research above, we developed a functioning in-
teractive tool to facilitate the involvement of diverse stakeholders
in Al auditing, as shown in Figure 1. The tool is designed to help
identify the Al model that best satisfies the preferences of diverse
stakeholders in real-world auditing scenarios. It accommodates var-
ious use cases involving multiple stakeholder roles. For example, in
credit default prediction, the tool assumes participation from credit
officers as decision-makers, credit card users as affected individuals,
and financial auditors as regulators, each providing annotations
from their respective perspectives. Users are guided to annotate a
training dataset, from which the system infers latent stakeholder
preferences as weights over multiple performance and fairness
metrics. Using these inferred preferences, it estimates the most de-
sirable AI model for each stakeholder group and selects the model
that best matches the aggregated preferences of all participants.
Ultimately, the tool aims to make stakeholder expectations visible
in Al decision-making and to enable the selection of models that
better reflect those expectations.

Despite these efforts, several open challenges and directions re-
main in balancing diverse stakeholder inputs. Many Al systems
support a wide spectrum of stakeholders, from end users directly af-
fected by Al decisions to data scientists and regulators. Each group
brings different needs, expertise, and priorities, and existing frame-
works often focus on user interfaces or preference elicitation but
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lack empirical evaluations of how these interactive methods trans-
late into real-world outcomes. For example, increasing fairness for
one demographic can reduce accuracy for another [4], underscoring
the need to systematically measure the impacts of stakeholder feed-
back. Additionally, without transparent mechanisms for allocating
the influence of feedback, minority viewpoints risk being overshad-
owed [8], and user trust can decrease. This imbalance can generate
multiple adverse effects. First, those in the minority may perceive
the process as unfair, eroding their trust in both the Al system and
the organization deploying it. Second, the absence of explicit rules
on how preferences are weighted can lead stakeholders to distrust
the system, thereby reducing transparency [20]. In the student as-
signment case study, Robertson and Salehi [20] demonstrated that
the system may fail to achieve adequate transparency and fairness,
potentially further disadvantaging historically marginalized groups.
Hence, it is crucial to understand how an Al system’s final decisions,
shaped by interactive tools, ultimately affect different stakeholders’
interests. To enable such evaluations, we need methods that capture
users’ nuanced intentions and translate stakeholder preferences
into quantifiable inputs.
Below are some key directions to address those issues:

e Quantify changes in Al performance across stakeholder
groups.

e How do we systematically reconcile situations where im-
proving outcomes for one group may inadvertently harm
another?

e In what scenarios do certain experts’ or vulnerable users’
concerns warrant extra attention?

e Provide scenario-based evidence of how adjustments influ-
ence real-world decisions.

To address the key directions outlined above, we consider several
possible extensions of our interactive tool, shown in Figure 1. First,
we aim to extend the tool’s model selection logic to better handle
conflicts between stakeholder groups, for instance, by comparing
different methods of aggregating preferences, such as majority vot-
ing, weighted scoring, or group-prioritized selection. Second, future
studies could involve actual stakeholders using our interactive tool
in real-world settings to assess how various model selection strate-
gies influence their decisions and perceived fairness. Finally, we
envision extending the tool to generative Al systems, such as large
language models (LLMs) [2]. In this context, the PRISM dataset [12]
offers insights into how different groups evaluate LLM outputs.
The dataset includes detailed participant profiles (e.g., age, gender,
religion, personal values) linked to evaluations of LLM responses
across a wide range of conversation topics and model types. These
data clarify when stakeholder preferences are in agreement and
when they are in conflict, providing how we adapt our model selec-
tion strategies to ensure fair and acceptable outcomes for diverse
users.

Overall, future research should aim to systematize how stake-
holder perspectives are elicited, represented, and balanced in the
development of Al systems. This includes integrating mechanisms
for detecting bias and strategic manipulation, systematically evalu-
ating real-world impact, and extending participation frameworks
to emerging domains such as generative Al Through such efforts,
we can demonstrate that multi-stakeholder participation not only
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improves technical Al outcomes but also sustains the trust needed
for widespread adoption.

4 Conclusion

This paper has identified challenges related to stakeholder partici-
pation in Al development and auditing, proposing future directions
for frameworks and interactive tools that integrate diverse stake-
holder values into Al model design. Existing frameworks and user
interfaces for annotation-based feedback can demonstrate the value
of enabling stakeholders to interact directly with models. Yet chal-
lenges remain, including how best to allocate influence among
diverse viewpoints, safeguard against malicious manipulations, and
measure real-world impacts on various demographic groups. By ad-
dressing these issues, we can ensure broader stakeholder represen-
tation in Al development, strengthen the effectiveness of auditing,
and enhance the social acceptability of AL
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