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ABSTRACT

Al is prevalent in social media, powering its recommendation algo-
rithms, face filters, and personalized advertising. Modern Al models
live directly on user devices and can interact with private user data
that has not been uploaded. In this work, we compare the currently
deployed models for both Instagram and TikTok to their public
statements about internal AI governance practices to see if these
models live up to their reported standards. We found that Insta-
gram’s model may exhibit undesirable biases in concepts that their
other internal models (e.g., DINOv2) may lack. We also found that
TikTok’s local model is less accurate in predicting age than their
internal age detection system. Both findings indicate that the user
should be more involved in the Al governance process within social
media.
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1 INTRODUCTION

Recently, artificial intelligence (AI) went through remarkable changes
and rapidly integrated into everyday activities. Nearly 40% of U.S.
adults aged 18 to 64 reported using generative Al [3]. While Al is
prevalent in our everyday lives, the laws are not able to keep the
same pace [28]. Currently, no federal privacy law in the US com-
prehensively addresses Al-driven data processing [21]. This lack of
regulation leads to Al developers to self-govern, implementing their
own organizational controls to responsibly manage Al development
and deployment. For instance, Meta practices initiatives to identify
and mitigate bias in their computer vision models [9, 19]. Similarly,
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TikTok introduces “systems” to detect underage users [23]. How-
ever, how do we know that all vision models made by Meta and
TikTok are held to the same standards?

Mobile apps increasingly deploy Al models of multiple different
modalities [22]. Initially, Al was mainly performed on powerful
cloud servers [10] requiring large amounts of compute power. With
the improvements to mobile devices, these powerful models are
now able to run on user devices. Local models save apps time and
money while offering several personalization features that were
impossible with the old cloud deployment method [10]. Another
benefit for good-faith researchers is AT audits. Local models enable
researchers to assess models’ fairness and safety utilizing modern
security research [27].

This work explores two computer vision models found by West et
al. [27] from Instagram and TikTok. Both models are deployed onto
mobile devices and examine local user data. The researchers were
able to directly interact with the models and inject images to evalu-
ate their fairness across age, sex, and ethnicity. With the results from
West et al. [27], we can verify Meta’s claim of, “push[ing] the state
of [computer vision] forward while taking steps to uncover and
confront systemic injustices and help pave the way toward a more
equitable future,’ [15]. As for TikTok, we compare the local model
and their internal system on the quality of age estimation [24].

Based on our observations from Instagram and TikTok’s Al
model, we address the potential issues with self-governance in
AT and how it relates to local data processing. Instagram’s model
demonstrates that users do not have any say in what labels are
potentially harmful. We argue that users should define what is
harmful themselves by controlling the AT models’ outputs directly.
We then discuss the potential challenges of giving users full con-
trol of Al processes. As for TikTok, their models are inconsistent
in terms of the quality for age estimation. Their internal age esti-
mation model is accurate, banning millions of underage users per
year [24]. However, the local model deployed on user devices per-
forms poorly for children. To address TikTok’s inconsistent model
quality, we discuss methods for how users can evaluate AI model
quality themselves.

2 RELATED WORK

Our work explores the gap in the current cutting edge of user
governance frameworks and their limitations in the context of
social media and user centric designs.
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User governance frameworks for social media have previously
been explored [8, 12, 17, 25]. Tyler et al. [25] performed a user
study presenting participants with a novel self-content moderation
framework. While the work presents interesting findings regarding
ways to moderate content, it does not explore local AI moderation.
DeNardis et al. [8] discuss the social ramification of commodifying
human interactions. Linke et al. [12] explore governance frame-
works for how to conduct online communication with social media.
Both DeNardis and Linke offer data governance frameworks for
the data posted by users. Our work explores a framework designed
for data that is being fed to a black-box algorithm. This is novel
because the user and the provider are unaware of the outcomes of
said data provided to the model.

Data governance for local image Al is more thoroughly explored
in the smart city context [2, 6, 18, 20]. Smart cities consist of large
scale Al computer vision systems deployed to detect real-time crime,
infrastructure issues, and/or any relevant event a city may want to
monitor. Choenni et al. [6] present a governance strategy where
citizens whom fall victim to accidental collection of sensitive im-
agery can inquire for their data to be removed from the public
system. The methods we explore for Al image processing, may not
explicitly told to the user and are not public. Alslie et al. [2] present
a distributed governance framework where a unbiased third-party
Al designates when images are/aren’t sensitive. Our work explores
the instance where Instagram and TikTok provide the models. Thus,
in the context of this work, the challenges we explore require that
Instagram and TikTok are the Al providers.

Prior works[4, 11, 18] have discussed a user centric goverenance
framework similiar to that presented in this paper. Lee et al. [11]
presents a democratic framework where users instruct local models
on algorithmic policy creation. Birhane et al. [4] discuss the limita-
tions of participatory Al, which is where users work together to
create and manage the best possible model. Our work differs from
both Birhane and Lee as we explore the case where only the local
model is evaluated by the user. Meaning, that each user individually
crafts their own policies or corrects existing polices for themselves.
Ojewale et al [18], discusses limitations in framework designs for
user level audits. They claim that there are no tools that allow for
the level of evaluation necessary for a full user level audit. We
agree with this claim as the technology, prior to West et al., did not
exist limiting capabilities of Al governance frameworks. Our work
presents a new direction for user audited model frameworks.

3 MODEL EVALUATION COMPARISON

In this section, we compare the results from West et al. [27] and
statements from Meta and TikTok to determine if the models abide
by their own AI standards [15, 24]. We discuss how the AI gov-
ernance strategies employed by Instagram and TikTok may not
extend to every Al model they release. All references to model
capabilities are derived from West et al.[27].

3.1 Instagram

Meta’s Instagram model, denoted as M-IG, executes whenever an
image is selected to be uploaded as a Reel. The selected image does
not have to be uploaded, as M-IG performs the analysis on that im-
age after selection. M-IG returns over 500 arbitrary concepts each
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given a value between zero and one. For instance, an image with an
individual standing at the Washington Monument could contain the
following concepts: face: 0.985, people: 0.85, washington_monument:
0.98. To measure fairness for these concepts generated by M-IG,
West et al. [27] used two constructed image datasets labeled with
age, sex, and ethnicity. They selected a grouping of concepts related
to the face (e.g., beard, blonde) and evaluated the biases, specifically,
comparing sex and ethnic groups with one another. Through the
two datasets, they demonstrated a potential bias across all ethnici-
ties and sexes for all selected concepts.

Prior to West et al’s study, Meta published their goal of strength-
ening computer vision model fairness [15] in 2023. They discussed
two papers they published [9, 19] that aimed to make computer
vision models more fair and safe. Meta first introduces FACET [9],
a balanced dataset designed to benchmark demographic disparities
found in computer vision models. For FACET, human annotators
manually labeled images for perceived skin tone, perceived gen-
der, and perceived age. They then evaluated their in-house model
DINOv2 [19] on the FACET dataset, and it performed better than
OpenCLIP [5] and SEERv2 [14], two popular and accurate com-
puter vision models, for age and skin tones, but performed worse
on gender perception. To evaluate the fairness of DINOv2, Meta
first grouped 619 classes into four broad categories: Human, Possi-
bly Human, Non-Human, or Crime. Then, they evaluated whether
DINOvV2 misclassified any age, skin tone, or age as non-human or
associated with a crime within their dataset, which is considered
harmful. DINOv2 could “classif[y] images of all groups as Human
without large deviations across skin tone,” [19] and showed no sign
of bias against any group. With DINOv2, Meta demonstrated their
understanding and commitment to computer vision fairness.

The effort that Meta contributes towards computer vision fair-
ness is commendable. Through their work, others can follow in
their footsteps and provide safe and fair models to the public. Yet,
M-IG exhibits explicit biases across all demographics for several
concepts, indicated by West et al.. We believe this inconsistency
stems from how Meta’s research team defined “harm” When evalu-
ating DINOv2, Meta’s human annotators determined if a concept
was harmful. Meta’s determination for what concepts were “con-
sidered harmful” was not disclosed due to the massive scope of
labels. However, in the M-IG model, West et al. found that they
considered the following labels as safe (see Table 1): location (wash-
ington_monument), religious icons (crucifix), age inferences (child
and baby), and several other abstract labels (firearm, nudity, vio-
lence). We argue that the misidentification of these concepts could
create new Al-related problems.

3.2 TikTok

TikTok’s model, denoted as M-TT, is always active while the user
interacts with the camera through the application. The model ac-
tivates whenever a face is detected within the camera. Instead of
arbitrary concepts captured by M-IG, M-TT measures age and sex
for each detected face. The model attempts to estimate age and
sex by presenting the corresponding float numbers. For example,
an individual could get the following result from M-TT when they
open up the camera in TikTok: face_count: 1, age: 35.2205, boy_prob:
0.981322. West et al. compared age, sex, and ethnicity biases in M-TT
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Table 1: West et al’s[27] analysis of the correlation of all predicted concepts of Instagram’s model regarding demographic
groups by running inference on our synthetic face dataset. For fair assessment, they greyed out the background in each image.

They then found the following spurious correlations.

Demographic Group  Associated Concepts

Asian Man ‘eyeglasses’, ‘bbq_barbecue’, ‘sansevieria’, ‘dais’

Asian Woman ‘great_wall_of_china’, ‘reading’, ‘sports_field’, ‘wine’, ‘colHarmony’

Black Man ‘rabbit’, ‘teamaker’, ‘carving’, ‘nighttime’, ‘outdoor’, ‘suiting’, ‘fish’, ‘chair’, ‘brass’, ‘cloud’, ‘balanceElements’, 'RoT’

Black Woman ‘video_game’, ‘bakken’, ‘drag’, ‘light’, ‘aesthetics_rating’

Indian Man ‘grass’, ‘beard’, ‘skydiving’, ‘people’, ‘face’, ‘driving’

Indian Woman ‘opening_champagne’, ‘confectionery’, ‘gamefow!’, ‘lepidoptera’, ‘jewelry’, ‘watchstrap’, ‘hair_long’, ‘dress’, ‘coffee’, ‘cloche’, ‘colVivid’

White Man ‘sunglass’, ‘giraffe’, ‘businesssuit’, ‘water’, ‘indoor’, ‘activewear’, ‘sky’, ‘aviation’, ‘eyewear’, ‘red’, ‘zoo’, ‘nudity’

White Woman ‘diningroom’, ‘huron’, ‘playing’, ‘sleepwear’, ‘lacrosse’, ‘blond’, ‘interior_design’, ‘fineart’, ‘art_painting’, ‘hair’, ‘equestrian’, ‘blue’, ‘blonde’
implies a lack of consistent deployment process across different Al
teams.
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Figure 1: The distributions of TikTok’s predicted age (y-axis)
grouped by age bins (x-axis) are inaccurate for younger indi-
viduals as the median prediction is too high and falls outside
the actual age bins. This figure originates from West et al. [27]

across each labeled value. They find that the model’s age estimation
is problematic: the average age estimation for toddlers and children
(aged three to nine) was over 18.

The New York Times, in 2020, claimed that over half of Tik-
Tok’s users were 14 and under [29]. To ensure children get proper
guardrails, TikTok developed automated moderation technologies
to find and remove content that does not align with their community
standards [24]. These moderation tools extend beyond detecting
underage children. They look for misinformation, Al-generated
videos, and many other concepts that go against their outlined
standards. Through the moderated system, TikTok banned over 60
million underage accounts in 2024 [24]. Reflecting on the reported
bans, the number of underage accounts has been steadily increasing
over time.

While TikTok contributes to the community by filtering out
malicious or inappropriate information, and banning underage ac-
counts, M-TT’s age estimation for children was not accurate (see
Figure 1). It consistently classified children as adults. We observed
there is inconsistency between M-TT and the internal models’ age
estimation. While TikTok can distribute and use two different mod-
els, it is paramount that AI models which interact with user data
are of high quality. The fact that there is a significant gap in the
model quality on user devices and the model they use privately

4 HOW CAN USERS GOVERN THEMSELVES?

As indicated in the previous section, what companies say about AI
governance does not align with what they do. We identify two main
shortcomings in current Al governance frameworks that lead to the
status-quo. First, the user does not have much of a say in how Al is
deployed and employed on their devices. For example, companies
might employ Al locally for content moderation, where we found
the Instagram model containing labels for nudity and violence. In
similar settings, companies apply their governance frameworks to
the development of this Al model. This means that companies de-
termine what constitutes “harmful” content, and this determination
might not include opinions from different populations. The lack of
input could result in actual harm. For instance, an app providing
help for people who suffer self-harm may accidentally have their
content deleted by an Al which presumed the content was harmful.
A similar situation has already happened when Meta removed a
mental health support page for a sexually-diverse community [16]
due to an Al error. Second, the Al governance policies among dif-
ferent teams in the same company might be inconsistent, leading
to inconsistencies in policy enforcement. For example, TikTok has
an online age verification model that is audited by the government.
However, the local model that estimates age is highly inaccurate
and appears to not be audited. It is not clear how a provider can
ensure that all of their model development and deployment follow
a consistent set of guidelines.

4.1 What’s Next?

Both challenges reflect the imbalanced power dynamics and lack
of user involvement in Al governance application. App providers
can load Al models onto user devices without user involvement.
We argue that if Al is going to be used locally, users should have
a bigger voice in the Al governance process. One way is to offer
users full control over local Al models. Local models offer a unique
opportunity for users to fully control what data an Al model can
see as all operations occur on their device. Users can directly define
what they deem harmful by informing an Al model of incorrect in-
ferences or selectively disabling concepts they do not want detected.
Another way is for users to act as a distributed or crowdsourced
Al model evaluator. By building tools to directly poke and prod a
given Al model, users can find holes and report them.
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Users take full control over Al inferences. Users can directly over-
write Al outputs from models or algorithms to allow for a controlled
personalized experience. This control level would allow users to
catch undesirable Al behavior themselves. After the Al process
has occurred, all the provider would have to do is provide the Al
outputs to the user in the form of a post-inference screen. The
user could then view the information the AI was looking for, select
the concepts and inferences they deemed undesirable, and remove
them from further analysis. However, this design has several risks
that we must overcome before implementation. One issue is that
the output might be overwhelming to the average user. Instagram’s
model, for example, has too many concepts, so displaying all 500
for every picture they want to upload could lead to privacy fa-
tigue [7]. This means that users may not want to be exposed to
the model outputs as it could hinder their experience. Another
challenge for users and providers is that some Al models perform
content moderation [24]. If users were given control over content
moderation models, they could circumvent measures that protect
all users. Overcoming this challenge would require differentiating
between content moderation and Al personalization models and
not allowing users to control the content moderation models. This
is a problem for providers as they must publicly standardize what is
considered harmful for an Al This standardization of harmful con-
tent already exists for profanity, Google, for example, standardized
what they consider harmful language for providers to use [1].

Users evaluate model quality themselves. Different companies, or
even different teams in one company, could present models that
vary in quality, fairness, etc. It is up to the provider to ensure that
the quality for each released Al model is up to their standards. Users
can also participate in the model evaluation process as their data is
what will be analyzed. We propose that, using local model processes,
users can self-report model quality themselves by providing their
own data as an evaluation metric. This way Al models can be locally
evaluated for quality as per each user. This would also alleviate
the pressure to design in-house quality assurance systems, giving
developers time to further develop Al However, social media has a
large demographic of users [13] and thus some may provide poor
quality evaluations. Also, due to users self-evaluating, providers
will have little awareness about where the model is failing and
why. To address these issues, we argue that providers should build
a system that users can submit bad results to. For example, if the
model failed to estimate the age of a user within an image, that
user can submit that picture to TikTok to prove authenticity and
help the company’s models. Users who choose to provide their data
directly should also be incentivized monetarily or with an in-app
currency. This way, users are more likely to seek out failure cases
and report them. Similar programs, like bug-bounties, have shown
the benefit of crowd-sourced vulnerability locating [26].
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