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Abstract
With the increasingly rapid development and release of AI systems,
policy discourses primarily take place on an expert level. Aiming to
broaden the discourse, we propose the exploration of laypeople’s
informed opinions as a measure to evaluate the social impact of
AI systems, and to inform forward-looking policies. We conceived
and organized a dialogue series, the Global AI Dialogues, inviting
citizens around the world to engage, discuss, and contribute their
perspectives on AI. The goal was to better understand how people
worldwide evaluate the (social) impact of AI on their everyday lives
today and in the future, given the real-world challenges of their
local contexts. During the dialogues, 284 participants across six
countries (Germany, Nigeria, Japan, India, Mexico, Bolivia) criti-
cally engaged with what a desirable future in light of generative
AI (genAI) and Facial Processing Technologies (FPT) could look
like. They explored the consequences of technology deployment, as-
sessed risks, mapped stakeholders, and derived measures to achieve
a desirable goal. We contribute to sociotechnical AI governance
by presenting a participatory procedure to anticipate high-priority

∗Both authors contributed equally to this research.
risks, from the perspective of citizens. In this workshop paper, we
briefly summarize the project by outlining our method, including
the citizen dialogue workshop process, and provide first results.
We show how our methodological approach leads participants to
identify where to focus governance efforts. We present empirical
data on citizens’ needs and goals in AI governance from our dia-
logues around the world and two sociotechnical scenarios (genAI
and FPT).
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1 Introduction
With the increasingly rapid development and release of AI systems,
policy discourses take place primarily on an expert level. Aiming to
broaden the discourse, we propose exploring the informed opinions
of laypeople as ameasure to evaluate the social impact of AI systems
and to inform forward-looking policies.

In prior work, we surveyed 1070 laypeople cross-nationally about
their perceptions of AI and 61 policymakers and advisors about
what they want to know from laypeople to inform AI policymaking
[30]. Building on these results, we initiated theGlobal AI Dialogues1,
a dialogue series that invites citizens around the world to engage,
discuss, and contribute their perspectives on AI. The goal was to
better understand how people around the world evaluate the (social)
impact of AI on their daily lives today and in the future, given the
real-world challenges of their local contexts. During the dialogues,
participants critically engaged with what a desirable future in light
of generative AI (genAI) and Facial Processing Technologies (FPT)
could look like. These two AI technologies exemplify the diversity
of potential impacts on people’s everyday lives.

We contribute to sociotechnical AI governance by presenting
a participatory procedure for anticipating high-priority risks,
from the perspectives of citizens. We describe how we designed
the dialogues. We show how our methodological approach leads
participants to identify where to focus governance efforts. We
present empirical data of citizens’ needs and goals in AI gov-
ernance from our dialogues around the world (Nigeria, Japan, Ger-
many, India, Mexico, Bolivia) and two sociotechnical scenarios
(genAI and FPT).

In the following, we summarize the project based on the paper
‘Initiating the Global AI Dialogues: Laypeople Perspectives on the
Future Role of genAI in Society from Nigeria, Germany, and Japan’
published at CHI’25 [18] and a respective forthcoming working
paper on the analysis of the FPT context.

2 Method
Figure 1 provides an overview of the process of the Global AI Di-
alogues from participant recruitment to data analysis. Figure 2
provides visual impressions from the dialogues in different coun-
tries.

2.1 Overview
Participant Recruitment, Selection, and Compensation.We
organized one-day laypeople dialogues in Nigeria, Japan, Germany,
India, Mexico, and Bolivia from July to December 2024. The team
that conducted and analyzed these workshops consisted of re-
searchers from and based in each of the countries. With the aim
of providing a space for discourse and comparing laypeople’s per-
spectives across the countries, we decided on a mix of participant
selection methods [27]. We recruited 284 participants via targeted
recruitment and self-selection, and semi-randomly selected from all
registrants via purposive sampling, creating mini-publics [8, 22, 27].
Participants indicated whether they would like to participate in the
dialogue on genAI or FPT. We sampled based on the criteria gender,
age, and AI knowledge such that each dialogue workshop group had
1Project Website: https://designxdiscourse.com/global-ai-dialogues/
Project Video: https://youtu.be/FlNAjEWo8nw

a gender-balanced, age-diverse, and AI-knowledge-diverse compo-
sition. From all registered participants with comparable demograph-
ics (age, gender, AI knowledge), we randomly selected as many as
required to achieve diversity in each dialogue group, which we
achieved for most criteria for all groups. Participants received mon-
etary compensation for participation. The amount and format of
monetary compensation were decided on by the country teams
after consultation with the initiating researchers to ensure fairness
across countries.

Methodological Contextualization and Dialogue Frame-
work. We situate our workshop dialogue approach in the rich con-
ceptual background and methodological history of participatory
workshops in HCI [13, 25, 29, 32]. To conduct the dialogue events,
we provided a comprehensive workshop structure building onmeth-
ods from design futuring [4, 5, 21], future studies [5, 9, 23, 24, 28],
narrative and digital ethics [10, 16] as well as technology assess-
ment [12]. These methods, stemming from different domains, all
integrate a participatory element. In that sense, we build upon and
are inspired by participatory speculative design [e.g. 7, 16], par-
ticipatory futures research [1, 3, 20], narrative [2, 11] and digital
(media) ethics [6, 11], and participatory technology assessment [12].
The workshop process also builds upon prior work by the authors
conducting risk assessment formats [31], eliciting sociotechnical
discourse through (participatory) speculative design [15–17, 19],
and assessing their value to inform policymaking [14]. One to two
weeks before the dialogues, participants received informational
material vetted by experts for self-education. At the dialogues, after
introductory talks, participants tested the technology, discussed
and assessed the potential benefits and risks of specific AI appli-
cations, and evaluated whether the technology could be part of a
desirable future. If so, participant groups considered stakeholders
and their roles and formulated measures they would like to see
implemented. Concluding, groups shared their vision for the tech-
nology in the future and engaged in joint discussions. The dialogues
were accompanied by three surveys to collect individual reflections.

Data Analysis. We performed a mixed-method analysis. Coun-
try analysis teams applied initial/open coding, evaluation coding,
and focused coding on their qualitative data through multiple
rounds of coding [26]. Themes were then jointly discussed across
country teams in two analysis workshop sessions. We applied fre-
quency analysis, analyses of variances or Kruskal-Wallis tests, and
pairwise comparisons on the quantitative data from the surveys.

2.2 Citizen Dialogue Workshop Process
Workshop Design and Structure. The dialogue workshops were
structured as 6-hour and 3.5-hour (applied in Japan) sessions. Par-
ticipants were welcomed and introduced to the research project,
followed by an initial survey assessing their perceptions of AI and
genAI or FPT. After receiving foundational knowledge through
short talks from the research team, participants completed a sec-
ond survey regarding their prior experiences with genAI or FPT.
They then engaged in group discussions, utilizing pre-designed
worksheets for guidance. These materials were collaboratively de-
veloped with local partners and external reviewers, ensuring local-
cultural relevance and clarity through translation into local lan-
guages. Group facilitators explained the worksheets, moderated
discussions, and documented the process through field notes. A

https://designxdiscourse.com/global-ai-dialogues/
https://youtu.be/FlNAjEWo8nw
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Figure 2: Dialogues on genAI in Nigeria, Japan, and Germany with laypeople stratified across gender, age, and AI knowledge
levels. Copyright: Authors of the paper; photo consent obtained from participants. | Source: [18]

final survey helped participants to reflect on genAI or FPT and their
experiences throughout the day.

In the following, we detail the individual steps of the workshop
process (please note that groups were separated according to their
selected technology, hence groups either engaged with genAI or
FPT during the exercises described below):

Introduction. Each group, consisting mostly of 4-7 participants,
began with introductions and an icebreaker to share their experi-
ences with genAI or FPT. A practical task involved testing freely
available tools, fostering hands-on engagement with the technology.
Groups established a code of conduct to ensure equitable participa-
tion and a respectful dialogue.

Topic Exploration and Consequence Mapping. Groups were
introduced to three pre-selected topic areas through summaries on
data cards, supplemented by existing use cases prevalent in public
media (if possible, from the respective local context). For FPT: FPT
and public spaces and policing; FPT and corporate surveillance; FPT
and social interaction. For genAI: genAI and education; genAI and
public service; genAI and arts, culture & creative industries. Groups
selected a topic and a corresponding "What-if" question (e.g., for a
FPT topic,What if FPT was established as policing tool? – or, for a
genAI topic,What if genAI systems were established in public service
contexts?) to guide their discussions. Using consequence mapping,
groups brainstormed potential outcomes of their chosen scenario,
employing a visual method to explore direct and indirect conse-
quences. Risk impulse cards were introduced to account for critical
perspectives derived from academic literature on the implications
of genAI or FPT.

Prioritization and Stakeholder Mapping. After mapping con-
sequences, groups voted on the most significant outcomes and as-
sessed their likelihood and impact. This led to stakeholder mapping,
where groups identified relevant actors and strategies for achiev-
ing an anticipated desired outcome dealing with genAI or FPT in
the respective application context, utilizing an adapted narrative
analysis model [10].

Backcasting for Future Scenarios. In the final phase, groups
engaged in backcasting. They articulated a future desirable status
quo and identified necessary measures to achieve it, guided by
backcasting impulse cards that prompted reflection on possible

steps. The workshops concluded with a plenary session where
groups shared their backcasting.

3 Results
The following summarizes the first analyses. Section 3.1 refers to
all countries. The genAI results refer to Nigerian, Japanese and
German participants’ perspectives. The FPT results additionally
cover perspectives from Bolivian, and Indian participants.

3.1 Need for Regulation and Responsible
Institutions

After the dialogue, in their individual survey reflection, participants
in both dialogues (genAI and FPT) indicated that the technologies
could be part of a desirable future (genAI: 96%-100%; FPT: 75%-
100%), as long as the technologies satisfy certain requirements and
if appropriate measures are implemented. 93% of respondents in
the context of genAI and 96% of respondents in the context of FPT
across all countries indicated that there should be legally bind-
ing regulatory measures for genAI and FPT, partially in combina-
tion with voluntary measures. When asked which institutions they
would trust the most in establishing measures that make the use of
AI in general safe, participants from Nigeria and Bolivia considered
that companies developing AI were responsible. Across all coun-
tries, participants discussing FPT rated an international AI safety
institute followed by intergovernmental organizations as among
the most trustworthy institutions. Participants discussing genAI, in
particular, highlighted an independent regulator as one of the most
trustworthy institutions. Across all countries and both contexts
(except Bolivia and Mexico), the government ranked as the second
or third most trustworthy institution. Civil society organizations
were considered relevant by German and Mexican participants dis-
cussing genAI, and German, Japanese, and Nigerian participants
discussing FPT.

3.2 Facial Processing Technologies
For FPT, we find that, overall, ideas of FPT leading to increased
public safety and increased convenience were dominant despite the
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participants acknowledging limitations and risks. Participants from
India and Germany were more critical of FPT than participants
from Bolivia, Nigeria, and Japan. Within their groups, participants
identified risks they perceived as most relevant. We classified these
risks into five groups: misuse and lack of governance (misuse of
system or data, lack of appropriate governance); inaccuracy of
classification or recognition results (risk of inaccurate results, lim-
itations of training datasets, bias and discrimination, concerns of
validity and effectiveness); loss of rights and behavior change (loss
of freedom of expression, loss of privacy and anonymity, loss of
diversity and self-determination, change in behavior); economic
risks; and environmental risks. Participants suggested regulatory
measures that can be clustered into six groups: technological re-
quirements, governance measures (e.g., limited and justified use,
opt-out policies, protection of human rights, or standardization
for quality assurance), monitoring and evaluation mechanisms, im-
plementation measures, educational and awareness measures, and
dialogue measures. They argued for keeping society in the loop
through dialogue measures and transparency structures for gov-
ernmental decisions as well as corporate developers. We highlight
that while citizens attribute high importance to regulation, risks
remain that cannot be solved merely through regulation.

3.3 Generative AI
For genAI, despite differences in experiences, exposure, and me-
dia coverage, citizens across all countries perceived genAI as an
enabling technology that can make – if certain requirements are

met – valuable goods such as knowledge (in the context of educa-
tion) or public service processes (in the context of public services)
more accessible. The requirements for genAI to create value include:
accessibility; education and reflective use; safety and robustness;
privacy protection; governance structures; genAI awareness; and
ecological awareness. Participants highlighted, in particular, five
measures for achieving a desirable future with genAI: ensuring
education and conscious societies; fostering technical innovation
and best practices; ensuring regulation; building infrastructure; and
building area expertise for system implementation.

4 Concluding Remarks
Our results highlight the complexity of expectations towards tech-
nology, and citizens’ needs and aims for AI governance, also taking
local factors into account. Citizens could assess the multitude of
risks and identify necessary conditions, such as the need for accu-
rate and robust or fair and bias-free technologies – challenges that
cannot be solved only through technical means. With our work, we
contribute to policy debates on AI by providing recommendations
derived from participants’ identified requirements and suggested
measures for AI to create value and foster a socially desirable future.
More specifically, we contribute to the workshop by presenting a
participatory procedure for anticipating risks, from the perspective
of citizens. Our empirical data highlights citizens’ needs and goals
in AI governance from six countries around the world and two
sociotechnical scenarios: genAI and FPT (non-)application in the
light of a desirable future.
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