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Abstract
The vast amounts of data used to train Generative AI raise critical
questions about data governance and privacy. Effective governance
requires an approach that accounts not only for technical capabili-
ties but also broader social factors shaping use of GenAI, including
user needs and preferences and social norms related to privacy.
Thus it is urgent to understand users’ privacy concerns specific
to GenAI and how they vary based on context, and to identify
how privacy norms are developing around new GenAI capabilities.
We plan a study to investigate these questions, and what privacy
protections GenAI users desire. We will conduct a survey with
GenAI users, including factorial vignettes in which participants
will evaluate scenarios that vary in purpose, sphere of use, data
sources and formats, recipients, and privacy/security protections.
Our findings aim to inform governance efforts by identifying key
contextual factors that shape privacy expectations and influence
trust in GenAI technologies.

CCS Concepts
• Social and professional topics → Government technology pol-
icy; • Human-centered computing → Empirical studies in
HCI; • Security and privacy → Privacy protections; Social as-
pects of security and privacy; Information flow control.
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1 Introduction
As GenAI models are becoming increasingly sophisticated and
rely on vast amounts of data, concerns about users’ privacy have
grown significantly [3, 41, 42]. Researchers and policymakers thus
recognize the need for human-centered design principles and trans-
parency in AI development and governance [10, 21, 27, 37, 52].

Generative AI gathers, uses, and emits information in ways that
are quite new compared with previous technologies—even previous
AI technologies [8]. For example, when a user inputs data to accom-
plish a task, the output derived can then become inputs or training
data for the tool that are now disconnected from, but still containing
some of the information from, the original input [9]. This iterative
process assumes that later outputs generated by the tool will be
sufficiently new that using and sharing them can’t be viewed as
violating the privacy of those who provided the original inputs—but
this does not necessarily jibe with the assumptions of the users who
provided that input data. (And, in the worst case, generated content
may include information whose source is individually identifiable
[41, 42].)

The evolving landscape of generative AI has spurred significant
interest in governance and policy implications. Recent work, such
as the Draft Report of the Joint California Policy Working Group
on Frontier AI Models [11], highlights the urgent need to carefully
consider the risks associated with advanced AI models and proposes
various recommendations for responsible development and deploy-
ment. These policy discussions, while often focused on broader
social impacts, underscore the importance of establishing frame-
works that can influence user trust and perceptions of the safety
and ethical considerations surrounding generative AI technologies.
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The new capabilities of generative AI mean that users’ normative
expectations based on understandings of similar technologies (even
existing AI technologies) may not longer be viable [40]. At the same
time, new norms may be developing around new understandings
and concerns. We plan to capture what people’s current views are
on this developing technology, with a particular focus on aspects
and factors where we believe views may diverge significantly from
views on other technologies—or where views may still be based on
older understandings, whether those considerations apply or not.

In general, privacy attitudes have been repeatedly shown to be
context dependent [e.g. 15, 19, 28, 30, 44, 53]. The Theory of Pri-
vacy as Contextual Integrity (CI) [29, 39, 40] provides a detailed
framework for analyzing information flows and evaluating how
technology is understood according to social norms and expec-
tations within specific contexts—and thus how they may disrupt
or align with societal values. Unfortunately, AI development may
disregard nuances of context [36] by focusing on abstract technical
considerations and general purposes of AI systems rather than spe-
cific application domains [7, 35]. Therefore, understanding people’s
contextual views of privacy is crucial for responsible AI develop-
ment and AI governance frameworks that account for nuanced user
needs.

Prior work has explored public perceptions of AI [5, 12, 20, 23, 31–
33, 55], including perceptions about privacy and data governance
[6, 17, 22, 24, 25, 43, 48, 49]. A significant contribution from the UK
Department for Science, Innovation, and Technology [51] provides
valuable insights into public attitudes towards data and artificial
intelligence, tracking awareness, understanding, trust, and concerns
related to these technologies, thus offering a broad perspective on
user perceptions relevant to AI.

Some recent studies have focused on the nuances of user pri-
vacy perceptions within the burgeoning field of generative AI, but
in-depth empirical work on GenAI users’ privacy perspectives, and
especially variation according to specific contexts, is currently lim-
ited. Analysis of public sentiment reveals a generally favorable view
of GenAI [34, 47]. At the same time, a recent report from the UK’s
AI Safety Institute [2] delves into the complexities of designing
AI systems to behave like humans. While not directly focused on
privacy, it highlights the crucial role of user trust and the poten-
tial for misinterpretations of AI capabilities, which can indirectly
shape user’s comfort and risk assessments when interacting with
AI, including generative AI.

Such research serves to demonstrate that understanding these
nuances will be crucial. In a more privacy-focused example, Zhang
et al. [56] conducted a small interview study exploring user inter-
actions and potential privacy risks of LLM-based conversational
agents, and found that participants made complex, context-specrific
risk/benefit tradeoffs based on (often impoverished or incorrect)
mental models of genAI. A small survey by Alkamli and Alabduljab-
bar [4] found that ChatGPT users focused more on concerns about
unauthorized access than use of input data by the tool itself. The
increasing adoption of AI assistants in various domains, such as soft-
ware development, underscores the importance of understanding
security and privacy practices and concerns among professional as
well as casual users [26]. Our research aims to explore and quantify
such contextual nuances.

By investigating concerns and normative judgments about data-
sharing by GenAI tools, we aim to contribute to an empirical under-
standing of how people are evaluating this emerging technology,
and what are their needs and preference for AI governance and
privacy protections. By developing a deeper understanding of users’
contextual privacy concerns regarding GenAI, we aim to inform
the development of more responsible, privacy-protective GenAI
systems, and provide guidance on what governance efforts are most
important to users in various contexts.

Our research aims to answer the following questions:
• RQ1: What are users’ privacy concerns about use of their
data by GenAI algorithms?

• RQ2: What norms do users hold about sharing of their data
by GenAI tools?

• RQ3:What contextual factors affect users’ privacy concerns
and norms about use of their data by GenAI?

• RQ4:What privacy protections, controls, and other gover-
nance mechanisms do users want for GenAI tools?

2 Planned Methods
To answer our research questions, we plan to run a factorial vignette-
based study with GenAI users, in which participants will rate their
levels of concern and normative judgments about presented vi-
gnettes, followed by a survey that will gather additional insights
about their perspectives on GenAI.

2.1 Vignette Design
The first portion of our survey will use factorial vignettes to ex-
plore the impact of contextual factors on both concerns about GenAI
tools’ collection and use of users’ data, and their normative judg-
ments about information flows from those tools to other entities.
Generally, vignettes present concise descriptions of situations with
systematically varied parameters, used to compare respondents’
views about aspects of the presented scenarios [16, 30, 46, 54]. To
reduce participant fatigue, we will use a hybrid between/within
subjects approach.

First, we will explain what we mean by Generative AI (see Ap-
pendix §A.1), and ask participants to imagine that they are users
of a hypothetical GenAI tool, ProdigyHub. Then we will present
each participant with one randomly assigned scenario with two
parameters that will vary between subjects, including one of two
Spheres of Use, and one of five Purposes for which the GenAI tool is
used.

Then we will present each participant with several vignettes
in random order, in which we will vary four parameters within
subjects. Each vignettes will include additional description with
one of four Data Formats the GenAI could use, then we will ask par-
ticipants to respond to two types of question, using 5-point Likert
scales. To explore how different privacy and security protections
affect participants’ concerns about, and thus potentially their will-
ingness to use, GenAI tools, we present three types of Protections
that could be provided for two Data Sources, and ask how concerned
would they be about the privacy of their data in such a situation.
To explore participants’ views on sharing of the data beyond Prodi-
gyHub, we ask about the appropriateness of ProdigyHub sending
data from the two Data Sources to five data Recipients.
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Table 1: Scenario and vignette parameters. Parameters marked with * are fixed per participant.

Parameters Values
Purpose of the Tool* Imagine that you are using ProdigyHub, a Generative AI tool for:

- increasing productivity (e.g. analysis, programming, writing documents),
- creating artistic content (e.g. creating music, visuals, fiction, etc.),
- finding information (e.g. answers to questions, tips, learning materials),
- engaging with entertainment content (e.g. games, jokes),
- facilitating social connections (e.g. communication, emotional support),

Sphere of Use* for:
- work or school
- personal use

Data Format To produce content, it uses:
- text data, including text from you
- audio data, including audio from you
- image data, including images from you
- video data, including videos from you

Protection ProdigyHub provides the following protections:
- allows you to choose whether the [SOURCE] will be used to train and improve ProdigyHub
- allows you to choose whether it will store or delete the [SOURCE]
- provides built-in security safeguards (e.g., encryption, optionalmulti-factor authentication)

Data Source - data provided by you as the user (including prompts, uploaded files)
- outputs that were generated by the system for you

Recipient ProdigyHub share[s] [SOURCE] with the following recipients:
- the US government
- your local/city government
- third-party companies in the US
- third-party companies outside the US
- human content moderators for ProdigyHub

Scenarios and vignettes will be constructed from frame sentences
filled in with parameter values from Table 1, as follows :

Imagine that you are using ProdigyHub, a Generative AI tool
for [PURPOSE*], for [SPHERE*].

To produce content, it uses [DATA FORMAT]. The data is
processed and stored on ProdigyHub’s servers.

[Concern] How concerned are you about the privacy of
your data in such a situation, if ProdigyHub provides the
following protections?

[Presented as grid: PROTECTION (SOURCE)]
[Normative judgment] How appropriate would it be for

ProdigyHub to share [SOURCE] with the following recipi-
ents?

[Presented as grid: RECIPIENT]

Selection of Vignette Parameters and Values The vignette parame-
ters and values are selected based on factors identified in prior work
as affecting privacy concerns and expectations, including some of
the information flow parameters identified in CI theory [29, 38, 40].
For example, our within-subject parameters Data Format (text, au-
dio, image, video) and Data Source (provided by the user as input vs.
generated by the tool as output) reflect aspects of the information
type (or attribute) parameter in CI theory. Recipient corresponds to
the recipient in CI, while the sender is here fixed as ProdigyHub. The

privacy and security protections constitute types of transmission
principles that we vary in the vignettes, while storage of the data on
a cloud server is a fixed transmission principle. In addition, we vary
(between subjects) the Purpose of the software and what general
Sphere it is being used in (work/school vs. personal) . Contextual
purpose and sphere of use are aspects that may be views as evoking
different domains with different sets of privacy expectations and
norms.1

Example Vignette In all, participants will be shown four vignettes
with three questions about each. For example:

Imagine that you are using ProdigyHub, a Generative AI
tool for increasing productivity (e.g. analysis, pro-
gramming, writing documents), for work or school.
To produce content, it uses text data, including text
from you. The data is processed and stored on Prodigy-
Hub’s servers.

How concerned are you about the privacy of your data
in such a situation, if ProdigyHub provides the following
protections?
– Allows you to choose whether the data provided by
you as the user (including prompts, uploaded files)
will be used to train and improve ProdigyHub

1See, e.g., Nissenbaum [40] for discussion of the relationship between the concepts of
context and domain.
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– [remaining Protections, as a list]
Answers presented in a grid: Very unconcerned, Somewhat
unconcerned, Neutral, Somewhat concerned, Very concerned

How appropriate would it be for ProdigyHub to share the
data provided by you as the user (including prompts,
uploaded files) with the following recipients, in this sit-
uation?
– The US government
– [remaining Recipients, as a list]
Answers presented in a grid: Completely inappropriate,
Somewhat inappropriate, Neutral, Somewhat appropriate,
Completely appropriate

How appropriate would it be for ProdigyHub to share
outputs that were generated by the system for you
with the following recipients, in this situation?
– The US government
– [remaining Recipients, as a list]
[same answers as above]

2.2 Post-Vignette and Exit Surveys
In the post-vignette survey (Appendix §A.2), we will ask about addi-
tional factors that we do not plan to vary systematically as vignette
parameters (to keep the complexity of the survey manageable),
but which could be important to how participants reason about
data flows in GenAI. This includes the appropriateness of scraping
publicly available data for model training, use of watermarking
to identify AI-generated content (AIGC), views on copyrighting
of AIGC, and preferences about privacy protections and controls.
In addition, we ask about views on open-source vs. proprietary
models; while prior work has explored the risks and opportunities
of open-source AI [e.g., 14, 18], public views (if any) on this topic
are less understood.

In the exit survey (Appendix §A.3), we will ask about experience
with GenAI tools and privacy/security violationswhen usingGenAI,
and measure participants’ attitudes about AI [45] and personal IT
innovativeness [1].

2.3 Deployment and Analysis
A Qualtrics survey will be deployed on Prolific, recruiting US-based
participants who use generative AI weekly; Prolific will also supply
demographic information.

Statistical analysis will examine the impact of contextual factors
and participant characteristics on privacy concerns and norma-
tive judgments, potentially using Cumulative Link Mixed Models
(CLMMs) [13, 50] to accommodate the non-independence of re-
peated observations within groups or subjects and inclusion of
fized and random effects. Open-ended responses will be analyzed
using thematic analysis with open coding, and code occurrences
compared across conditions, e.g. using Chi-square or Fisher’s exact
tests.

2.4 Limitations
We focus on parameters that we expect to present interesting in-
teractions or trade-offs, as suggested by prior research or common
sense, in particular where we think views on generative AI may

differ from views on other technologies. To maintain a reasonable
number of parameters and values for quantitative analysis, we will
have to exclude some possible dimensions that impact participants’
views. Dimensions such as company size and type, open- vs. closed-
source models, and details of storage and access control could be
explored in future work, as could real-world GenAI user behavior
in in-situ experiments or observational studies.

3 Discussion
By presenting this work-in-progress at the STAIG Workshop, we
hope to bridge empirical research with governance design. We aim
to address key challenges with usable GenAI governance, including
understanding users’ privacy expectations, concerns, and normative
judgments, identifying their governance priorities, and developing
recommendations for designing user-centric interventions. Our
insights will support the development of governance frameworks
that align with user expectations and promote more trustworthy
and ethical GenAI systems.
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A Survey Instruments
A.1 Introduction to Main Survey
Welcome to the survey about Generative AI.

To make sure we’re on the same page, let us clarify what we
mean by that. Generative AI refers to artificial intelligence tools
that create text, images, video, audio, etc. by modeling it on very
large datasets of human-created content. This modeling is often
referred to as "training." Training means teaching generative AI to
create human-like text, images, or other content by feeding it lots
of examples so it can learn patterns and use them to generate new,
similar content.

Generative AI tools can be used, for example, for entertainment,
information search, artistic efforts, social connection, professional
productivity, etc., as well as deceptive uses.

In this survey, we will ask you to imagine different situations
involving Generative AI and ask your opinions about them. Most
of those questions will be about your personal opinions. There are
no right or wrong answers; we really just want to learn what you
think. Although some of the information or scenarios in the survey
will be hypothetical, please try to answer as close as you can to
what your honest response in real life would have been.

[Scenarios/vignettes and evaluation questions go here.]

A.2 Post-Vignette Survey
Now let’s talk about generative AI apps and tools in general, instead
of focusing on ProdigyHub specifically.

As a reminder, “generative AI” refers to artificial intelligence
tools that create text, images, video, audio, etc. by modeling it on
very large datasets of human-created content. Modeling or “train-
ing” means teaching the generative AI to create human-like text,
images, or other content by feeding it lots of examples so it can
learn patterns and use them to generate new, similar content.
[appropriateness of scraping publicly available data] In gen-
eral, how appropriate do you think it is for a company to train

generative AI models using content that was scraped from pub-
licly available sources?
1 - Completely inappropriate, 2 - Somewhat inappropriate, 3 -
Neutral, 4 - Somewhat appropriate, 5 - Completely appropriate

[factors affecting the use of publicly available data] What
factors (if any) affect your opinion about whether it is appropri-
ate to use publicly available content for training generative AI?
[Free-answer]
For the next couple of questions, we’d like you to imagine you

are advising a Copyright Office about what you think regulations
should say about content created by generative AI (regardless of
whether you think they already say that or not). It is ok if you are
not sure about your answers, we just want to know your opinions.
[copyright] What output produced using generative AI should
the users of the AI tools be able to copyright?
1 - All output, 2 - Some output, 3 - None of the output

[reason for not copyrighting anything] [If “None of the content”
is selected] Why do you think none of the output produced using
generative AI should be copyrightable?
[Free-answer]

[reason for copyrighting everything] [If “All content” is selected]
Why do you think all output produced using generative AI should
be copyrightable?
[Free-answer]

[what copyright should depend on] [If “Some content” is se-
lected] What factors do you think should decide whether output
produced using generative AI is copyrightable?
[Free-answer]

[competition vs privacy] How should United States laws balance
different priorities in regulating generative AI?
Response options are presented as a slider with the following an-
chors: Ensure data privacy protection – Encourage innovation in
generative AI software

[optional comments about competition vs privacy] Do you
have any comments about laws balancing different priorities in
regulating generative AI?
[Free-answer]

[user controls] Are there any particular privacy settings and user
controls that you would like generative AI tools to offer to their
users? If so, please specify.
[Free-answer]

[privacy protections - data types] In your opinion, what privacy
protections should apply to the following types of data about
users that a generative AI tool might use? Choose ALL that apply.
Data types: A - Location, B - Data about children under 13, C -
Health information, D - Financial information (e.g. income, in-
vestment history), E - Political beliefs, F - Religious beliefs, G -
Sexual orientation, H - Gender identity, I - Unique personal iden-
tifiers (e.g., social security number, ID or driver’s license number,
etc.), J - Personally identifiable information (e.g. first and last
name, email address)
Response options, presented as a grid against data types: 1 - Allow
users to choose whether it will be used to train and improve the
generative AI tool, 2 - Allow users to choose whether the gener-
ative AI tool will store or delete it, 3 - Provide built-in security
safeguards (e.g. encryption, optional multi-factor authentication)
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for it, 4 - Other (please specify), 5 - No particular privacy protec-
tions should apply to this data type [exclusive option]

[other privacy protections - data types (optional)] In your
opinion, are there any other types of data about users that should
have special privacy protections when used by a generative AI
tool? If so, please describe what privacy protections should apply
and to what data.
[Free-answer]

[importance of watermarking (digital)] How important is it
to you that content generated by AI contain a hidden digital
marker showing that it’s AI-generated, which can be detected
using technical tools? (This is known as a machine-readable
watermark.)
1- Very unimportant, 2 - Somewhat unimportant, 3 - Neutral, 4 -
Somewhat important, 5 - Very important

[importance of watermarking (human-readable)] How im-
portant is it to you that content generated by AI is clearly marked
as being AI-generated, so it’s immediately obvious to humans?
1 - Very unimportant, 2 - Somewhat unimportant, 3 - Neutral, 4 -
Somewhat important, 5 - Very important

[optional comments on importance ofwatermarking] Do you
have any comments about the importance of machine-readable
or human-readable markers of generative AI content?
[Free-answer]

[other signals] Besides knowing it was generated by AI, is there
any other information about AI-generated content that youwould
like to know when consuming or interacting with such content?
If so, please specify.
[Free-answer]

[awareness of open-source] How aware are you of the differ-
ences between open-source and proprietary generative AI mod-
els?
1 - Never heard of it, 2 - I’ve heard something about it but don’t
know the details, 3 - I know the basics, 4 - I’m well-informed
about it

[open-ended open-source differences] [If did NOT select “Never
heard of it”] Please tell us in a sentence or two what you know
about this topic.
[Free-answer]

[preference between open-source and proprietary] In a nut-
shell, open-source and proprietary generative AI models can
differ in:
- whether the training data, details of how the model is built,
and/or the weights that influence the output are available to the
public or not; and
- when use and modification of the model are allowed, through
licensing.
Based on what you know, do you have a preference between
using open-source or proprietary generative AI models?
1 - I prefer open-source generative AI models [randomized], 2
- I prefer proprietary generative AI models [randomized], 3 - I
don’t have a strong preference, 4 - I don’t feel informed enough
to have a preference

[reason for preferring open-source] [If selected open-source]
Why do you prefer open-source generative AI models?
[Free-answer]

[reason for preferring proprietary] [If selected proprietary]Why
do you prefer proprietary generative AI models?
[Free-answer]

A.3 Exit Survey
[experience with GenAI tools] What generative AI tools do you
use (or have you used in the past)? Choose ALL that apply.
Options are presented in randomized order. 1 - ChatGPT, 2 - GitHub
Copilot, 3 - Google Bard, 4 - Google Gemini, 5 - Bing Chat, 6 -
Perplexity, 7 - Cohere Generate, 8 - Claude, 9 - Synthesia, 10 -
DALL-E, 11 - Midjourney, 12 - Jasper, 13 - AlphaCode, 14 - Chat
Sonic, 15 - Copy.ai, 16 - MetaLlama, 17 - Other (please specify)

[data format as input] What data formats do/did you typically
provide as an input when using generative AI tools? Choose all
that apply.
Options are presented in randomized order. 1 - Text, 2 - Images,
3 - Audio, 4 - Video, 5 - Code, 6 - 3D models, 7 - Other (please
specify)

[data format as output] What data formats do/did you typically
generate as an output when using generative AI tools? Choose
all that apply.
Options are presented in randomized order. 1 - Text, 2 - Images,
3 - Audio, 4 - Video, 5 - Code, 6 - 3D models, 7 - Other (please
specify)

[General Attitudes towards Artificial Intelligence Scale] See
Schepman and Rodway [45].
Now we are going to ask about your experience with and views

on technology in general, not just generative AI.
[Personal Innovativeness in the domain of IT (PIIT)] See
Agarwal and Prasad [1].

[privacy attitudes] In general, how concerned are you about the
privacy of your personal data?
1 - Very unconcerned, 2 - Somewhat unconcerned, 3 - Neutral, 4
- Somewhat concerned, 5 - Very concerned

[experience with prior privacy/security violations] Have you
ever experienced an information privacy or security violation/incident?
1 - No, 2 - Yes

[timing of violation] [If Yes is chosen] When did you experience
an information privacy or security violation/incident?
1 - Less than a month ago, 2 - 1-6 months ago, 3 - 6-12 months
ago, 4 - More than a year ago

[description of violation] [If Yes is chosen] Please briefly describe
the privacy or security violation/incident you experienced.
[Free-answer]

[experience with prior privacy/security violations in GenAI]
Have you ever experienced an information privacy or security
violation/incident in the context of using generative AI specifi-
cally?
1 - No, 2 - Yes

[timing of GenAI violation] [If Yes is chosen] When did you
experience an information privacy or security violation/incident
in the context of using generative AI specifically?
1 - Less than a month ago, 2 - 1-6 months ago, 3 - 6-12 months
ago, 4 - More than a year ago
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[description of GenAI violation] [If Yes is chosen] Please briefly
describe the privacy or security violation/incident you experi-
enced in the context of using generative AI specifically.
[Free-answer]

[study comments (optional)] Do you have any comments about
the study?
[Free-answer]
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